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Introduction to Data Lakes

A Data Lake isaservice which provides a protective ring around the data stored in a cloud object store, including
authentication, authorization, and governance support.

A Data Lake provides away for you to centrally apply and enforce authentication, authorization, and audit policies
across multiple workload clusters—even as the workload clusters are created and terminated based on demand. When
you register an environment in CDP, a Data Lake is automatically deployed for that environment. The Data L ake runs
in the virtual network of the environment and provides security and governance layer for the environment’ s workload
resources (such as Data Hub clusters). All workload resources are automatically "attached” to the Data L ake: the
attached cluster workloads access data and run in the security context provided by the Data L ake.

While workloads are temporary, the security policies around your data schema are long-running and shared for all
workloads. As your workloads come and go, the Data L ake instance lives on, providing consistent and available
security policy definitions and auditing that are available for current and future workloads. All information related
to schema (Hive Metastore), security policies (Ranger), audit (Ranger), and metadata management and governance
(Atlas) is stored on external locations (external databases and cloud storage). These external locations leverage the
security and availability features guaranteed by the cloud provider to ensure that even if one or al virtual hostsin a
Data Lakefail, the storage remains and the Data L ake hosts can be replaced and reattached to the data storage with
little or no downtime and no data | oss.

A Data Lake cluster uses Apache Knox to provide a protected gateway for access to Data L ake component Uls. Knox
isalsoinstalled on al workload clusters, providing a protected gateway for accessto cluster component Uls.

CDP environment

Data Lake On-demand workloads

Cloud storage ~
.

External database Hive Metastore '

Ranger ;
Atlas (Data Hub and services)

The following technologies provide capabilities for the Data L ake:

Component Technology Description

Schema Apache Hive Metastore Provides Hive schema (tables, views, and so on). If you have two
or more workloads accessing the same Hive data, you need to share
schema across these workloads.

Policy Apache Ranger Defines security policies around Hive schema. If you have two or
more users accessing the same data, you need security policiesto be
consistently available and enforced.

Audit Apache Ranger Audits user access and captures data access activity for the workloads.
Governance Apache Atlas Provides metadata management and governance capabilities.
Gateway Apache Knox Supports a single workload endpoint that can be protected with SSL
and enabled for authentication to access to resources.
Storage Cloud provider storage, such as Isolates Data L ake storage from the compute resources. Data L ake
AWS S3 or Azure Storage storage is created when the Data Lake is created and is deleted when

the Data Lake is terminated. Once created, the Data L ake storage
lifecycle is separate from the Data Lake hosts lifecycle: in case of a
Data L ake host failure, the Data L ake storage remains and is reattached
to new Data Lake host or hosts.
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Related Information

Data L ake security

Apache Ranger authorization

Audit overview

Governance overview

Azure Load Balancersin Data Lakes and Data Hubs

Data Lake storage

Data L ake storage leverages the security and high-availability guarantees from the cloud provider, allowing Data
L akes to regenerate hosts as needed, without data loss and with little or no downtime for workload services.

Data L ake storage is designed to reside in external storage locations separate from the hosts running the Data L ake
services. This configuration protects CDP workloads from data |oss should one or al of the Data L ake nodes fail.
New hosts created in the Data Lake repair process are re-attached to the persistent data storage and Data L ake
services return to normal.

Disposition: / Status:

For the moment, we are avoiding talking about "backup" until we have a more complete solution.

Disposition: / Status:

IAvoid references to multiple availability zones until we are taking advantage of that feature from the cloud providers.

The following table provides links to information from cloud providers about the service level guarantees they

provide for each storage type.
AWS Azure GCP Component Storage Content
Amazon RDS Azure Database for Google Cloud SQL HMS SQL catalog
PostgreSQL .
See Automated backups, See Cloud SQL. Ranger policy data
snapshots, and automatic | See Availability
host replacement. guarantees, Cloudera Manager
metadata
Amazon S3 Azure Disk Storage Google Cloud Storage Ranger audits
See Availabhility and See Resiliency and disaster | See Google Cloud Storage. | Component logs
durability guarantees. recovery protections.
HMS /warehouse
directories

Disposition: / Status:

Atlas lineage (HBase)

(For AWS Data L akes
running Cloudera Runtime
7.2.7+). Atlas lineage
datafor Azure remains on
A zure Managed Disks (see
availability and durability
below).
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AWS

Amazon EBS

See Availability and
durability levels.

Azure

Azure Managed Disks

See Availability and
durability levels.

GCP

Google Persistent Disk
See Persistent Disk.

Component Storage Content

Atlas search index (Solr)

Kafka data (to support
Atlas)

Zookeeper metadata

Data L ake storage is created when a Data L ake is instantiated for an environment. When an environment is no longer
needed and is terminated, the corresponding Data L ake is terminated and the external storage is cleaned up.

Data L ake storage persists through a Data L ake repair cycle; new hosts created in the repair are re-attached to the

storage locations.

E Note: Any S3 bucket that you designate for Data L ake cloud storage on AWS must be in the same region as

the environment.
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Not yet implemented benefit: "Removing HDFS reduces CPU requirements in the Data L ake, which in turn reduces
the EBS size for EC2 instances. Smaller EC2 instances mean greater cost savings.”

S3 storage for Atlas data is automatically enabled when you create a new AWS environment with Runtime 7.2.7 or
higher.

Y ou can verify whether or not Atlas datais being stored on S3 by checking HBase configurations for the Data Lake in
Cloudera Manager. Search for the parameter “HDFS Root Directory.” It should point to an S3 link and not simply say
“/hbase.”

o a“ HBase Actions -

Introduction to Data L akes

Status Instances Configuration Commands Charts Library Quick Links ~
Q @ Filters  Role Groups History and Rollback
Filters

HDFS Root Directory HBase (Service-Wide) *

SCOPE fibase roatdir | s3a://eng-sdx-daily-data L]

HBase (Service-Wide) 09

Gateway 13 ZooKeeper Session Timeout HBase (Service-Wide)

HBase REST Server 58 zookeeper.session.timeout -

HBase Thrift Server 59 60000

Master 7

RegionServer 16 HDFS Service HBase (Service-Wide)

CATEGORY

Advanced 54 " B

) ZooKeeper Service HBase (Service-Wide)

Backup 11 N ’

Cloudera Navigator 4

Logs 20

Main 79 B N
Ranger Service HBase (Service-Wide)

Metrics 1 N :

Monitoring 66 Ranger

Performance 14

Ports and Addresses 24 . ) o
Atlas Service HBase (Service-Wide) +

Proxy 2 N ‘

Resource Management 10 7] Atlas

Security 32

Stacks Collection 5 . ) o
HDFS WAL Directory HBase (Service-Wide)

STATUS Pase.valdi /hbase-wals

The scale of a Data L ake affects how many workload clusters can access your data using the security and governance
services configured in the Data L ake, as well asresiliency of the Data L ake.

CDP supports both light duty Data L akes and enterprise Data L akes for AWS, Azure, and GCP. Medium duty and
enterprise Data Lakes incur additional cost over light duty Data L akes, but are required for production scenarios that
reguire resiliency and scale. Medium duty and enterprise Data L akes also have the ability to service alarger number
of clients concurrently. See the sections below to understand the differences between light duty, medium duty and
enterprise Data L akes.

f Important:
Enterprise Data L akes are recommended for production workloads that require resiliency and scale.

Light duty Data L akes do not provide resiliency. They are susceptible to dataloss and down-timein case of a
node failure. Cloudera recommends using this form factor for development and test use cases.

At thistime, the following Data L ake scales are supported in CDP:
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Light Duty Data L ake

Enterprise Data L ake

Medium Duty Data L ake
(Discontinued as of Runtime

7.2.18)

High availability

Not available

v

v

Backups

v

v

v

Availability Zones

Single availability zone

Multiple availability zones (AWS
and Azure only)

Single availahility zone

cluster node repair

on the node being repaired. With
the exception of the gateway and
auxiliary nodes, the remaining
groups can typically survive
asingle node failure without
affecting workloads or UI/API
access.

In the event of a gateway node
failure on amedium duty Data
Lake, the load-balancer will
seamlessly route to the other
gateway node.

As Cloudera Manager runs on
only one gateway node (either O
or 1), if the Cloudera Manager
server gateway node fails, CM
will not be available at all, but Ul
and AP calls that bypass CM will
be routed to the healthy gateway
node by the load balancer. If the
non-CM server gateway node
goes down, CM will still be
available, and the load balancer
will seamlessly route to the
healthy gateway node.

Security Kerberos + LDAP/AD Kerberos + LDAP/AD Kerberos + LDAP/AD
Scale About 5 concurrent workload About 20 concurrent workload About 20 concurrent workload
clusters clusters clusters
Node count 1 master node running SDX 2 IDBroker nodes running 2 IDBroker nodes running
Services authentication services authentication services
1 1DBroker node running 2 master nodes running core 2 master nodes running core
networking authentication services sarvicesin HA-enabled mode,
services i icati ili
3 core nodes running HDFS, \é\‘/:l;herepllcatl on for resilience and
Kafka, Solr, and HBase
2 gateway nodes 3 core nodes running HDFS,
g &y Kafka, Solr, and HBase
1 auxiliary node 2 gateway nodes running services
with API/UI access
1 auxiliary node for services that
cannot runin HA mode
Fault tolerance Services unavailable during Availahility of servicesdepends | Availability of services depends

on the node being repaired. With
the exception of the gateway and
auxiliary nodes, the remaining
groups can typically survive
asingle node failure without
affecting workloads or UI/API
access.

In the event of a gateway node
failure on amedium duty Data
Lake, the load-balancer will
seamlessly route to the other
gateway node.

As Cloudera Manager runs on
only one gateway node (either O
or 1), if the Cloudera Manager
server gateway node fails, CM
will not be available at all, but Ul
and API callsthat bypass CM will
be routed to the healthy gateway
node by the load balancer. If the
non-CM server gateway node
goes down, CM will till be
available, and the load balancer
will seamlessly route to the
healthy gateway node.

Cloud-based load balancer

Not applicable, since thereis only
oneinstance of services running.

Network-based load balancer for
front Ul and API services.

Network-based load balancer for
front Ul and API services.

Additional comments

Enterprise Data Lake is available
for environments using Runtime
7.2.17 and newer.

Medium duty Data L ake has
been discontinued as of Runtime
7.2.18.

Light Duty Data Lakes
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Light Duty Data Lake Architecture

Compute Ul Access APl Access
Engine Clients Clients Clients

Cloud-based load balancer

Knox
Cloudera Manager
services
Ranger
Atlas
IDBroker
) ) Kafka
5 © HMS
@) o
Z S Solr
< 3 HBase
8 g HDFS
a Zookeeper

" S L. S

If the master node of alight duty Data L ake fails, compute engine clients such as Hive, Impala, and Spark, are
partially resilient due to caching; but new queries cannot run without updated policy information, and audit
information can a so be affected. Because the Knox gateway also runs on the master node, clients with Ul (such asthe
Ranger Admin Ul and Atlas Ul) or API access are unavailable in the event of a master node failure. In alight-duty
Data L ake, the cloud-based |oad balancer exists for networking purposes and has no effect on the scale.

If the IDBroker node fails, compute-engine clients are affected because cloud access tokens cannot be verified.
Clients with UI/API access remain available.

Enterprise Data Lakes

10
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Enterprise Data Lakes, available for Runtime 7.2.17 and newer, are aredefined version of medium duty Data L akes
that still offer failure resilience, but utilize resources and allocate memory more efficiently than a medium duty Data
Lake at the same cost. Enterprise Data Lakes are configured such that services that do not need to scale arein the
master hostgroup; services that need to scale vertically are in the gateway hostgroup; and services that can scale both
horizontally and vertically are in the core hostgroup.

Enterprise Data L akes can handle more intensive workloads than medium duty Data L akes, support Ranger tag and
user sync in HA mode, and when deployed in multi-AZ mode, remain operational during an availability zone outage.

Ij Note: Multi-AZ deployments are currently only supported on AWS and Azure.

When compared to medium duty Data L akes, RAZ will perform better and memory alocations for HBase, Solr, and
Atlas have been increased. Other memory configurations have also been optimized.

Important: If you create an enterprise Data L ake through the CDP CLI, use the most recent version of the
CLI. Older CLI versions do not support EDL creation.

11
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2 Attention: The horizontal scale hostgroups noted in the diagram above contain a single service. Horizontal

scaling is not yet supported, but enterprise Data L akes are horizontal-scale ready for when the feature is
available. When the feature is available, you will be able to use these hostgroups to horizontally scale these
services as needed.

Medium Duty Data L akes (Discontinued as of Runtime 7.2.18)

Medium Duty Data Lake Architecture

Compute Engine Clients Ul Access Clients API Access Clients

Cloud-based load balancer

o ] 2 HBase
8 o k] HDES — —
2 g Ranger 2 Solr o Knox o | Ranger User
8 IDBroker z HMS 5 Kafka % CM Services % Sync
s g | NameNode © z Atlas Zz | Ranger Tag
a % — > >
a = g Ranger 5 Sync
- (] & | Zookeeper % | Zookeeper
o HBase 3 z
- 8|  HDFs - -
° “ o Solr
8 ) Ranger 3 Kafka an
P4 gl
= IDBroker 3 HMS - "
3 & | NameNode | — g Knox
5‘03 3 N HB z Atlas
- = g Vors g| _Ranger
— z 7] Zookeeper
o Solr 8
8 Kafka

Medium duty Data L akes provide failure resilience for compute engine clients such as Hive, Impala, and Spark; as
well asfailureresilience for clientswith Ul and API access, such as the Ranger Admin Ul and the Atlas UI.

Note that while CM is shown as running on Gateway Node 0, it can beinstalled on either gateway node O or gateway
node 1. Y ou can see which node has CM installed by looking at the Har dwar e tab of the Data L ake for the gateway
node marked "CM Server."

Failuresin amedium duty Data L ake impact services as follows:

Master node failure. Compute engine clients (for example, Hive, Impala, and Spark) areresilient to the failure,
dueto fallback high availability with smart client failover.

IDBroker node failure. Both compute engine clients that use standard data connectors (Hive, Impala, Spark) and
compute engine clients that use custom data connectors (for example, Hue) are resilient to the failure.

Gateway node failure. Load-balanced Ul and API access are available without interruption.

Core node failure. Compute engine clients (for example, Hive, Impala, and Spark) are resilient to the failure, due
to fallback high availability with smart client failover.

Auxiliary node failure. Ranger user and tag sync are unavailable.

f Important: Medium duty Data L akes have been discontinued as of Runtime 7.2.18. Y ou can upgrade a

medium duty Data Lake from 7.2.16 to 7.2.17, but will not be able to upgrade it further. Y ou can create a new
7.2.17 medium duty Data L ake through the CDP CLI, but Cloudera recommends using the Enterprise Data
Lake for new deployments.

If you want to scale an existing light or medium duty Data L ake to an enterprise Data L ake, you can perform Data
Lake resizing.

12
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CDP Public Cloud Management Console Creating an AWS environment with a medium duty data lake using
the CLI

Azure Load Balancersin Data Lakes and Data Hubs
Deploying CDP in multiple availability zones

If aData Lake node fails, an administrator can trigger a manual repair process to restore the failed node and reconnect
it to the persistent Data L ake storage.

For each Data Lake cluster, CDP detects the following failures indicate that one or more nodes needs repair:

* Thenodeis unresponsive, from a crash or termination
« The Cloudera Manager agent process is unresponsive

Note: There may be failure modes that are not exposed at the level of the CDP Data Lake. If you encounter a

IE service that is not responsive or is running but giving unexpected or incorrect results, no error will appear in
the Data L ake details. Service-level errors should be managed through Cloudera Manager. For example, from
Cloudera Manager, you can review the service's logs to determine the cause of the problem, make changes to
the service configuration, and restart the service.

When CDP detects a node failure, a CDP administrator has the option to repair the failure manually. Note that during
the repair process, the Data L ake services are not available to the attached workload clusters. Therefore, before
triggering a Data L ake repair, consider stopping any jobs running on your workload clusters and restarting them

after the Data Lake is restored. Audits and metadata will continue to be queued for collection through the restoration
process.

When anode fails, you'll see anotification about node failure printed in the Event History tab for the Data L ake, the
affected node is marked as unhealthy in the Hardware tab, and a button to start the repair process appears at the top of
the Data L ake details. Y ou can also select the Repair icon next to a host group on the Hardware tab to select specific
nodes for repair. When your CDP administrator triggers node repair, the repair process:

Detaches all non-ephemeral disks from the failed nodes.
Removes the failed nodes.

Provisions new nodes of the same type, no upgrades are applied.
Reattaches the disks to the new volumes.

Reconnects services to the external database.

o rwbdheE

Performing manual Data L ake repair
Data L ake storage

Cloudera Manager Health Tests
Cloudera Manager logs

Y ou can use the CDP CLI to create an AWS environment with a medium duty data lake.

Required role: EnvironmentCreator

13
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Before you use the CDP CLI, run the following command to verify that your environment is pointing to the correct
profile:

cdp --profile {PRCFILE}
Run the following command to verify that your environment name is not aready taken:

envi ronnent s descri be-envi ronnment --environnent-nanme { ENVNAVE}

1. Create anew environment:

cdp environnments create-aws-environnent --cli-input-json file://{ENV_FIL
E_PATH}

2. To set the IDBroker mappings, run the following command:

cdp environnments set-id-broker-mappi ngs --environnent-nanme "$ENVNAMVE' - -
dat a- access-rol e "$DATAACCESSROLE" --baseline-rol e "$BASELI NEROLE" --set -

enpt y- mappi ngs

3. Run the following command to create the data lake cluster within the environment, where INSTANCEPROFILE
isthe instance profile for your specific account, and BUCKET is the path of avalid S3 location to store the data.
This S3 path can be either the root of a bucket or a sub-folder:

cdp dat al ake creat e- aws- dat al ake --dat al ake-nane "NAME" --environment - nane
"ENVNAME" - -cl oud- provi der-configuration instanceProfil e="I NSTANCEPRCFI LE

", storageBucket Locati on="s3:// MYBUCKET" --scale MEDI UM DUTY HA --runtime
7.2.7

4. Run the following command to check the status of the Data L ake:
cdp datal ake |i st-datal akes --environment - nane ${ ENVNAVE}

Y ou should be able to look at the list of data lakes, locate yours by ENVNAME and check the status.

To access information related to your Data Lake cluster and access cluster actions, navigate to the M anagement
Console service > Data L akes.

Each Data L ake cluster is represented by an entry on the Data L akes page. To get more information about a specific
Data L ake cluster, click on the tile representing your cluster.

This section includes information related to the CDP environment in which the Data L ake cluster is running:

A\ Environment Details

westus2 N/A
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Item Description

Cloud Provider The logo of the cloud provider where the cluster is running.
Name The name of the environment used to create the cluster.
Credential The name of the credential used to create the cluster.
Region The region in which the cluster is running in the cloud provider
infrastructure.
Availability Zone The availability zone within the region in which the cluster is running.
Services
Click logosin the Services section to open the user interface for the components that are running in the Data L ake
cluster.
£ Services
@) Atlas F B cvu & HBase Ul £ Name Node & Q) Ranger & " solr Server &

Cloudera Manager Info

The Cloudera Manager Info section provides the following information:

W Cloudera Manager Info

CM URL CM VERSION PLATFORM VERSION

https://acme-d| finance.reports.acme.com/acme-dl/cdp-proxy/cmf/home/ 7.1.0 7.1.0-1.cdh7.1.0.p0.1922354
Item Description
CM URL Link to the Cloudera Manager web UI.
CM Version The Cloudera Manager version which the cluster is currently running.
Platform Version The Cloudera Runtime platform version which the cluster is currently
running.

Event History and other tabs

The Data L ake page provides additional details organized in tabs, starting with the Event History tab:

Event History Hardware Cloud Storage Tags (6) Endpoints Recipes (0) Attached clusters (0) Repository Details Image Details Network Telemetry
Events & DOWNLOAD

@ Cluster built; Cluster manager ip:34.234.134.334
4/9/2020, 12:33:52 PM

@ Updating Gateway configuration with Cluster Proxy
4/9/2020, 12:33:52 PM

@ Building cluster; Cluster manager ip:34.234.134.334
4/9/2020,12:24:22 PM

@ Starting cluster services
4/9/2020, 12:20:06 PM

Item Description

Event History Eventslogged for the cluster, with the most recent event at the top. The
Download option allows you to download the event history to alocal
file. The events are formatted in JSON and compressed.
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Item Description

Hardware Information about your cluster instances: instance names, instance I Ds,
instance types, their status, fully qualified domain names (FQDNSs), and

private and public | P addresses. Click ?” " to access information about

the instance, storage, image, and packages installed on the image.

Cloud Storage External storage locations for database and files used by Data L ake
services, such as HM S database, Ranger audit database, HBase files
(storage for Atlas metadata).

Tags User-defined tags, listed in the order they were added.

Endpoints Endpoints for various cluster services, such as the URL for the Ranger
user interface for defining data access policies.

Recipes Future home of alist of custom scripts attached to this Data L ake.
Each "recipe"” lists its name, type, and the host group on which it was
executed.

Attached clusters The workload clusters using the services of this Data Lake; this

information repeats the list of clusters found in the other tabs of this
CDP Environment.

Repository Details Cloudera Manager and Cloudera Runtime repository information, in
more detail than shown in the Cloudera Manager Info section.

Image Details Cluster node base image details.

Network Names of the network and subnet in which the cluster is running and
the links to the related cloud provider console

Telemetry The instance profile and cloud storage | ocation specified during
environment setup under Log Storage and Audits for service logs.

Show CLI Command

Y ou can click the Show CLI Command button to review the CLI command used to create the Data L ake, and copy

it if you want to create asimilar Data L ake through the CDP CLI. Ensure that any Data Lake that you create has a
unique name. For more information on the CDP CLI commands to create a Data L ake, review the CLI documentation
for Data L akes.

Accessing Data Lake services

Y ou can access your Data L ake security and governance services such as Atlas and Ranger from the Endpoints tab
from Data L ake details in the Management Console.

Required role: EnvironmentAdmin, Data Steward, or Owner of the environment

To access data lake Ul's and endpoints navigate to the Management Console > Data Lakes and click on thetile
representing your Data Lake. This brings you to the Data Lake cluster details page:

e The URLsto datalake service Uls are listed directly on this page, in the Services section. Click on the URL for
the service that you would like to access and you will be logged in automatically with your CDP credentias. All
the Uls are accessible via the Knox gateway: The URLSs listed connect you to a chosen service via Knox and Knox
securely passes your CDP credentials.

e To access API endpoints, navigate to the Endpoints tab. If you need to access the endpoints, refer to Accessing
Non-SSO Interfaces Using |PA Credentials.
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sumishra-enve

aws @ s West (Oregon) - us-west2 Actions =
—
o sumishra-envé
DATA LAKE NAME DATA LAKE STATUS
ﬂ sumishra-envé & Running © Atlas & @ Ranger &
Data Hub Clusters Data Lake Cluster
/A REPAIR
aws  Environment Details
SIImIShH'Hl us-west-2 us-west-2 us-west-Za
g Services
a Atlas & oMUl & . HEase Ul & @ Name Node &' R Ranger & B Solr Server [
Cloudera Manager Info
https./710,97.80. 5‘7B'ad-ﬂ,"sll.‘nishla-nn'r:-nroxy,-’crnf.-'homp,-’ 7.x.0-1359211 2.0.0200.0-38
Event History Hardware Tags(4) E nts Recipes (Z) Atta clus 0) Ref etails  Image Details Network
Atlas https:/10.97.80.228:8443 /sumishra-envé/cdp-proxy-api/atlas/ m m
CM-API hitps://10.97.80.228:8443/sumishra-env6/cdp-proxy-api/cm-api/ | eam | =
NameNode HOFS hfs://10.97.60.228:6020 | P | [(0pen|

Security exception

Thefirst time you access the Uls, your browser will attempt to confirm that the SSL Certificateisvalid. Since CDP
automatically generates a certificate with self-signed CA, your browser will warn you about an untrusted connection
and ask you to confirm a security exception. Depending on your browser, perform the steps below to proceed:

Browser Steps

Firefox Click Advanced > Click Add Exception... > Click Confirm Security
Exception

Safari Click Continue

Chrome Click Advanced > Click Proceed...

You can also view your available data lakes via CDP CLI using the following commands:

| i st-datal akes

descri be- dat al ake

get - cl ust er - host - st at us
get-cl uster-service-status

cdp dat al ake
cdp dat al ake
cdp dat al ake
cdp dat al ake

Related Information
Apache Ranger authorization
Audit overview

Governance overview
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Accessing a Data Lake cluster via SSH

If you plan to access a Data L ake (for example for troubleshooting purposes) viaa command line client, SSH into the
master node.

SSH to a Data Lake node as your own CDP user

Disposition: / Status:
CB-16100 New EnvironmentPriviledgedUser role. Updated the required role. Previously this said that he required
roles were: EnvironmentUser, Data Steward, or EnvironmentAdmin. Please review this whole page.

Required role: EnvironmentPriviledgedUser

A user who have the required CDP role assigned to them can SSH to Data L ake cluster nodes using their own CDP
user with their own private SSH key that matches the public key previously provided in CDP.

On Mac OS, you can use the following syntax to SSH to the VM:

ssh -i <path-to-private-key-fil e> <cdpuser name>@nodel Paddr ess>
For example:

ssh jsm th@0. 101. 0. 132

On Windows, you can access your cluster via SSH by using an SSH client such as PUTTY . For more information,
refer to How to use PUTTY on Windows.

SSH to a Data Lake node as cloudbreak user
Required role: No CDProleisrequired

CDP administrators can access Data L ake cluster nodes as cloudbreak user with the SSH key provided during cluster
creation.

On Mac OS, you can use the following syntax to SSH to the VM:

ssh -i <path-to-cl oudbreak-private-key-file> cl oudbreak@nodel Paddr ess>
For example:
ssh -i ~/.ssh/cl oudbr eak- privat e-key cl oudbreak@0. 101. 0. 132

On Windows, you can access your cluster via SSH by using an SSH client such as PuTTY . For more information,
refer to How to use PUTTY on Windows.

Administering a Data Lake

To manage authorization and audit policies, and metadata use Apache Ranger and Apache Atlas.

Required role: Environment Admin, DataSteward, or the Owner of the environment

Close integration of Atlas with Apache Ranger enables you to define, administer, and manage security and
compliance policies consistently across all components of the Hadoop stack.

Documentation Description

Security: Apache Ranger authorization | How to set up fine grained access control for Cloudera Runtime services.
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Security: Apache Ranger auditing How to set up access auditing and reporting for Cloudera Runtime services.

Governance: Apache Atlas Searching with metadata, working with classifications, exploring using lineage, and more.

For links to documentation, refer to:

Security documentation
Governance documentation

Y ou can monitor the status of your Data L ake from the CDP web Ul or CLI.

Required role: EnvironmentAdmin, Data Steward, or Owner of the environment

To access information related to your Data L ake cluster from the CDP web Ul, navigate to the Management Console
service > Data L akes. Each Data Lake cluster is represented by an entry on the Data L akes page. To get more
information about a specific Data Lake cluster, click on thetile representing your cluster. When a Data L ake cluster is
healthy, its status should be Running.

To check health of specific hosts and services, navigate to Cloudera Manager.

Y ou can view your available Data Lake clusters via CDP CLI using the following commands:

cdp dat al ake |i st-dat al akes

cdp dat al ake descri be-dat al ake

cdp dat al ake get-cl uster-host - st at us
cdp dat al ake get-cluster-service-status

The cdp datalake list-datal akes command allows you to view alist of all available Data L akes. For example:

cdp environnments |ist-datal akes
"dat al akes": |

"dat al akeNanme": "zookeeper-190920-144828-vg7"

"crn": "crn:cdp: datal ake: us-west - 1: 9d74eee4- 1cad- 45d7- b645- 7cc
f 9edbb73d: dat al ake: 4529591f - 53ea- 4196- 90f c- 5d780d7063a8" ,

"status": "RUNNI NG',

"envi ronment Crn": "crn:cdp: environnents: us-west-1: 9d74eee4- 1c
ad- 45d7- b645- 7ccf 9edbb73d: envi ronnment : b1935d68- 85d5- 4f 50- a023- 56f a96d01c45"
"creationDate": "2019-09-20T12: 49: 55. 669000+00: 00"

"statusReason": "Datal ake i s running"

o

"dat al akeNane": "zookeeper-sqqsx",
"crn": "crn:cdp: dat al ake: us-west - 1: 9d74eee4- 1cad- 45d7- b645- 7c
cf 9edbb73d: dat al ake: 92d66f ed- c5d2- 437c- abeb- a54e40d36287",
"status": "RUNNI NG',
"“envi ronment Crn": "crn:cdp: environnments: us-west-1: 9d74eee4- 1cad-
45d7- b645- 7ccf 9edbb73d: envi r onnent : 1eb291b3- dd23- 4bdd- a3e8- 09579af df 5a8",
“creationDate": "2019-09-25T09: 24: 08. 017000+00: 00",
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"statusReason": "Datal ake i s running"

}

The cdp datal ake describe-datal ake command allows you to obtain basic information about a specific Data Lake
cluster. For example:

cdp dat al ake descri be-dat al ake --dat al ake-nanme test-dat a-| ake

"dat al ake": {

"crn": "crn:cdp: dat al ake: us-west - 1: 9d74eee4- 1cad- 45d7- b645- 7ccf 9ed
bb73d: dat al ake: aa2e8e3e- 2d6f - 410b- bf 3c- a3e02112bf c8",

"dat al akeNane": "test-data-I|ake",

"status": "RUNNI NG',

"envi ronment Crn": "crn:cdp: environments: us-west-1: 9d74eee4- 1cad- 45d
7- b645- 7ccf 9edbb73d: envi ronnment : 574aalcbh- 7a51- 45a2- 97ae- dead97072145"

"credential Crn": "crn:altus:environnents: us-west-1: 9d74eee4- 1cad-
45d7- b645- 7ccf 9edbb73d: credenti al : 83c861b6- 5f 62- 4b83- a466- 06de751a3964",

"cl oudPl atfornm': "AWS",

"creationDate": "2019-09-20T22: 09: 22. 422000+00: 00",

"cl ouder aManager": {

"version": "7.x.0",
"cl ouder aManager Reposi toryURL": "http://cl ouder a- bui | d- us- west
-1.vpc. cl oudera. cont s3/ bui | d/ 1445641/ cnv/ 7. 0. 1/ redhat 7/ yunm ",
"cl ouder aManager Server URL": "https://adar-test-data-I|ake. adar -
t es. xcu2- 8y8x. wor kl oad- dev. cl ouder a. com 8443/t est - dat a- | ake/ cdp- pr oxy/ cnf/ ho
me/ "
; br oduct Versi ons": [
"name": " CDH',
"version": "7.0.1-1.cdh7.0. 1. p0. 1443705"
| }
" tat usReason": "Datal ake is running",
"awsConfiguration": {
"instanceProfile": "arn:aws:iam:069336058373:i nstance-profile/
i dbr oker - assune-rol e"
}
}
}

The cdp datal ake get-cluster-host-status command allows you to obtain information about the health of each of your
Data L ake hosts. For example:

cdp datal ake get-cluster-host-status --cluster-nanme test-data-I|ake

"hosts": [
{
"hostid": "5c8fb276620f 0aa54bdd111e33ba5f 58",
"hostnane": "idbroker1.cloudera.site",
"heal t hSunmary": " GOOD"

%!
"hostid": "30f27ab8472c9677985f 04ef c2b800c4",
"hostnane": "nmmasterO.cl oudera.site",
"heal t hSunmary": " GOOD"

}
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The cdp datal ake get-cluster-service-status command allows you to obtain information about the health of each
service running on the Data L ake cluster. For example:

cdp dat al ake get-cluster-service-status --cluster-nane test-data-I|ake

{
"services": |
{
"type": "ZOOKEEPER"',
"state": "STARTED',
"heal t hSummary": " GOOD",
"heal t hChecks": |
{
"name": " ZOOKEEPER_SERVERS HEALTHY",
"summary": " GOOD"
}
]
I
{
"type": "HDFS",
"state": "STARTED',
"heal t hSummary": " GOOD",
"heal t hChecks": [
{
"nanme": "HDFS_DATA NODES HEALTHY",
"summary": " GOOD"
%,
"nane": "HDFS VERI FY_EC W TH TOPOLOGY",
"sunmmary": "Dl SABLED"
}
]
I
{
"type": "SOLR',
"state": "STARTED',
"heal t hSummary": " GOOD",
"heal t hChecks": |
{
"nanme": "SOLR _SOLR_SERVERS HEALTHY",
"summary": " GOOD"
}
]
e
{
"type": "H VE",
"state": "STARTED',
"heal t hSummary": " GOOD",
"heal t hChecks": |
{
"name": "H VE_H VEMETASTORES HEALTHY",
"sunmmary": " GOOD"
}
]
e
{

"type": "RANGER',
"state": "STARTED',
"heal t hSummary": " GOOD",
"heal t hChecks": |
{
"name": "RANGER_RANGER_ADM N_HEALTHY",
"summary": " GO0D"
I
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{
"name": " RANGER _RANGER _RANGER TAGSYNC HEALTH',
"sunmmary": " GOOD"

%!
"nanme": "RANGER RANGER RANGER USERSYNC HEALTH',
"summary": " GOOD"

}

"type": "HBASE",
"state": "STARTED',
"heal t hSummary": " GOOD",
"heal t hChecks": |
{
"name": "HBASE_REGQ ON_SERVERS HEALTHY",
"sunmmary": " GOOD"

"type": "KAFKA",
"state": "STARTED',
"heal t hSummary": " GOOD",
"heal t hChecks": |
{
"name": " KAFKA KAFKA BROKER HEALTHY",
"summary":. " GOOD"

"type": "ATLAS',
"state": "STARTED',
"heal t hSummary": " GOOD",
"heal t hChecks": [
{
"name": "ATLAS_ATLAS_SERVER HEALTHY",
"sunmary": " GO0D"

"type": "KNOX',
"state": "STARTED',

"heal t hSummary": " GOOD",
"heal t hChecks": |

{
"name": " KNOX | DBROKER_HEALTHY",
"sunmary": " GOOD"

%!
"name": " KNOX_KNOX GATEWAY HEALTHY",
"summary": " GOOD"

}
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When stack provisioning or cluster creation fails, use the Retry option to resume the process from the last failed step.

Required role: EnvironmentAdmin or the Owner of the environment

Only failed stack or Data L ake creation can be resolved using aretry operation. Y ou can potentialy run aretry
operation any number of times on afailed creation process, where each time it runs it resumes the creation process
after the last successful step.

In some cases the cause of afailed stack provisioning or Data L ake creation may be eliminated by simply rerunning
the process. For example, in case of atemporary network outage, aretry operation may be successful. In other cases,
amanual modification is required before aretry operation can succeed. For example, if you are using a custom image
but some configuration is missing causing the creation process to fail, you must log in to the provisioned node and fix
the issue; after that you can run the retry operation to resume the Data L ake creation process.

Log in to the CDP web interface.

Navigate to Management ConsoleData L akes.
Browse to the Data L ake details.

Click Retry.

> w NP

Note:
B Only failed stack or Data L ake creation are affected by aretry operation, so the optionis only availablein
these cases.

5. Click Yesto confirm. The operation continues from the last failed step.

This document describes the process to upgrade the database to the latest version supported by CDP Public Cloud
services. You may use CDP Ul or CDP CLI to perform this upgrade.

Disposition: / Status:

Thistopic isin both Data Hub and Management Console (Data Lake) doc, so if you update the topic cherry-pick the
changes to both dh-cloud and mc-cloud.

Several CDP Public Cloud services, including the Data L ake cluster and the Data Hub cluster templates and Data
Services, require arelational database. Most of these databases are external and are provisioned during the initial
deployment of the respective service.

The databases used by the Data L ake and some of the Data Hub templates are hosted on external instances that are
provisioned during the initial deployment of the respective service. For these external databases CDP Public Cloud
leverages cloud-native service offerings of the three supported Cloud Service Providers (AWS RDS for PostgreSQL,
Azure Database for PostgreSQL and Cloud SQL for PostgreSQL).

Databases used by other Data Hub templates are hosted on an embedded database instance, typically co-located on
the Cloudera Manager host, in order to reduce the resource footprint.

Cloudera provides a database upgrade capability in CDP Public Cloud that allows moving both external and
embedded databases to a higher major version.
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The database upgrade is a fully automated operation. The upgrade process itself completes al of the required steps,
including creating a backup, stopping and upgrading the database, restarting the database, and running post-upgrade
maintenance tasks. Y ou are not required to manually stop the Postgres instances before the upgrade.

Attention: In accordance with the PostgreSQL Versioning Policy, the cloud database services mentioned
above may end support for PostgreSQL major version 11 on November 9, 2023 or shortly thereafter.
Different cloud providers may have extended support for PostgreSQL 11. Despite this, Cloudera recommends
upgrading to PostgreSQL 14 when the upgrade is available to you in CDP. Currently, upgrading the Data
Lake or Data Hub database to PostgreSQL 14 is available for clusters on AWS and GCP, with Azure

upgrades to PostgreSQL 14 available soon. Azure databases that require an upgrade will be upgraded from
PostgreSQL 10to 11.

Important: In order to avoid disruption to the deployed Data L ake and Data Hub services, caused by
& configuration changes to the underlying database service by the Cloud Service Providers, it is recommended
that the database upgrade in CDP Public Cloud is performed before the End of Life date.

If you wish to disregard this recommendation, you may do so considering the risksinvolved as per the Cloud
Service Provider policies.

The database upgrade is a separate operation, complementary to the existing maintenance, minor/major version and
OS upgrades, as described in the CDP Public Cloud Upgrade Advisor.

Thisis aone-time operation. Once the database of a Data L ake or Data Hub has been successfully upgraded to the
newer major version, no further action is needed for the respective cluster.

E Note: Clouderarecommends that the database upgrade is performed separately from other upgrade actions.
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If acluster uses a database that requires an upgrade, you will receive a notification, as shown below, on the
Management Console Ul.

(1) Data Lake - Database upgrade re

Your Data Lake is currently using a Po
versioning policy of AWS for details.
Cloudera provides an in-place upgrads

Please see the Documentation for fur

Upgrade database

Note: Clusters running Cloudera Runtime version 7.2.6 or lower need to be upgraded to a more recent
E runtime version before they are eligible for a database upgrade.

Running the database upgrade operation on the Data Hub cluster will mean that all cluster services (Cloudera
Manager and Rutime services) are stopped on the cluster automatically without having to stop them manually. For the
Data L ake database upgrade, it is recommended that attached Data Hubs and Data services are in stopped state.

E Note: Cloudera strongly recommends stopping all workloadsin Data Services that interact with the Data
Lake.

If you are concerned about stopping the workloads in your deployment, contact Cloudera support for a
custom upgrade path.

For AWS and GCP environments, the Database Upgrade operation will trigger a backup and amajor version upgrade
for the attached external database. But for Azure environments, the mechanism is different; as in the background, it
will create a new database instance with a higher major version and transfer the data from the older database instance.

Note: During Postgres database upgrade for Data L akes and Data Hubs on AWS and Azure, thereisa
possibility that manually changed configs of the database server will be reverted to the original configs. For
more information, see Database upgrade known limitations.

Instructions
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Here are the Ul and CLI instructions to perform Database Upgrade on Data L ake and Data Hub:

For CDP Ul
Steps

1. In CDP Management Console Ul, go to Environments. Select the cluster to perform the upgrade from the list
of available clusters. The clusters are eligible for this upgrade are indicated in the right most column:

® Running Lol

® Running MERR
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2. Onceyou select the cluster, you will see a message asking to update the Postgres version. Click the Upgrade
database.
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Environments sl lee-gmm

(1) Data Lake - Database upgrad

Your Data Lake is currently using
versioning policy of AWS for detai
Cloudera provides an in-place upg

Please see the Documentation fol

Upgrade database

Axdil=laz-ipa K

aws = rhera m.

" Q& US West (Oregon) - us-w

v
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3. Click Upgrade in the confirmation box.
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4. Oncethe Data L ake database is updated, check for the Data Hubs for that Data L ake, if there is any database
upgrade notification and perform the database upgrade as described above.

Note: The Database upgrade needs to be performed in every Data L ake and Data Hub cluster
E separately, one by one.

Data L ake Database upgrade:
Y ou can perform Data L ake database upgrade using cdp datalake — start-database-upgrade CLI command.

The --target-version parameter is optional. If you do not provide it, the database will be upgraded to either
PostgreSQL 14 (AWS and GCP) or Postgres 11 (Azure). You can also use the VERSION_11 valueif you
specifically want to upgrade to PostgreSQL 11.

cdp dat al ake start-database-upgrade --help --formfactor public

NAVE
start - dat abase-upgrade - Upgrades the database of the Data Lake
cl us-
ter.
DESCRI PTI ON
This command initiates the upgrade of the database of the Data
Lake
cluster.
SYNCOPSI S
st art - dat abase- upgr ade
- - dat al ake <val ue>
--target-version <val ue>
[--cli-input-json <val ue>]
[--generate-cli-skel et on]
OPTI ONS
--dat al ake (string)
The nane or CRN of the Data Lake.
--target-version (string)
The dat abase engi ne maj or version to upgrade to.
Possi bl e val ues:
0 VERSI ON 11
Data Hub Database upgrade:

Y ou can perform Data Hub database upgrade using cdp datahub  start-database-upgrade CLI command.

The --target-version parameter is optional. If you do not provide it, the database will be upgraded to either
PostgreSQL 14 (AWS and GCP) or Postgres 11 (Azure). You can aso use the VERSION_11 valueif you
specifically want to upgrade to PostgreSQL 11.

cdp datahub start-dat abase-upgrade --help --formfactor public

NANMVE

start - dat ahub-upgrade - Upgrades the database of the Data Hub c
| us-

ter.
DESCRI PTI ON

This command initiates the upgrade of the database of the Data
Hub

cluster.
SYNCPSI S

st art - dat abase- upgr ade
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--dat ahub <val ue>
--target-version <val ue>
[--cli-input-json <val ue>]
[--generate-cli-skel eton]

OPTI ONS
--datahub (string)
The nane or CRN of the Data Hub.

--target-version (string)
The dat abase engi ne maj or version to upgrade to.
Possi bl e val ues:
0 VERSI ON 11

The progress of the upgrade can be tracked on the respective service' s Event History page. You can verify a
successful database upgrade in the Event History or in the Database tab of the cluster. Once the upgrade is complete,
Cloudera recommends verifying your workloads before attempting an additional Runtime or OS upgrade.

Note: As part of the database upgrade operation, PostgreSQL 11 or 14 client binaries will be installed on the
IE cluster hosts, replacing earlier client versions. This may impact third-party components or custom services
running on the cluster hosts.

Below are the known limitations associated with the database upgrade of Data Lake and Data Hubs and ways to
troubl eshoot them.

Disposition: / Status:

Thistopic isin both Data Hub and Management Console (Data Lake) doc, so if you update the topic cherry-pick the
changes to both dh-cloud and mc-cloud.

Known limitations and troubleshooting:
» Performing the Database Upgrade on Runtime versions 7.2.6 or below

Cloudera has verified PostgreSQL version 11 compatibility for Runtime version 7.2.7 and above. Thereis no
known reason why older Runtimes should not be compatible with PostgreSQL version 10.

Workaround: Y ou can request an entitlement that allows the Database Upgrade to be performed on older Runtime
versions on an exceptional basis.
» Performing the Database Upgrade on Data L akes with attached Data Hubs that cannot be stopped

Technically, the Database Upgrade can be performed on a Data L ake without stopping the attached Data Hubs.
However, please be aware that during the upgrade, the Hive Metastore database will likely become temporarily
unavailable and this can cause serious disruption or in the worst case can result in an inconsistent state for
workloads running in Data Hubs or Data Services.

Workaround: If you acknowledge the risk and confirm that all cluster services and third party components relying
on the Hive Metastore will be stopped for the time of the Database Upgrade, Cloudera can grant an entitlement
that allows performing the upgrade with a running Data Hub cluster on an exceptional basis.
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PostgreSQL client binaries will upgraded to version 11 on all clusters hosts

As part of the upgrade process we will try to install the PostgreSQL 11 libraries, pulling them from
archive.cloudera.com. If the installation of these libraries does not succeed, a notification message will be sent that
installation was attempted, but failed for some reason (nhetwork connectivity issues, etc).

Workaround: Follow the processto install the libraries manually, see Installing PostergeSQL 11 packages
manually.

Note: Failing to install the PostgreSQL 11 client libraries as part of the Database Upgrade process will
E cause the Data L ake backup and restore operations to stop working correctly.

Upgrading embedded databases

Data Hub clusters using an embedded database will not require the Database Upgrade operation to be performed.
The embedded database, including client libraries will be automatically upgraded during an OS upgrade.

E Note: This capability is currently disabled and will be activated |ater.

Workaround: If you need to upgrade the embedded databases of your Data Hub clusters, contact Clouderato
enable this capability on an exceptional basis. Once this entitlement has been granted, your embedded databases
can be upgraded by performing an OS upgrade.

Exceeding the End of Life deadline

Data L ake and Data Hub clusters that are not upgraded until November 10, 2022 will continue to run on a
PostgreSQL version 10 instance of the underlying AWS, Azure or GCP database service. Asthisinstance will be
considered End-of-Life (EoL) by the respective Cloud Service provider, they may reserve the right to schedule
an automated major version upgrade, resulting in atemporary downtime. In the case of extreme events the Cloud
Service Provider may also stop the instance, see Versioning policy- Azure Database for PostgreSQL. In either
case, your CDP Public Cloud workloads may be seriously impacted.

Workaround: Clouderarecommends performing the Database Upgrade viathe CDP Ul, or CLI as soon as
possible.
Possibility of custom config reset after Database upgrade on AWS and Azure

During Postgres database upgrade for Data L akes and Data Hubs there is a possibility that manually changed
configs of the database server, that the control plane does not know about, will be reverted to the original configs.

Reason: On Azure the custom config can possibly reset during the database upgrade because Cloudbreak deletes
and recreates the database server with the configs that the control plane knows about, so custom configs will be
reverted.

On AWSif SSL enforcement is enabled then the database server uses a custom parameter group with the SSL
enforcement settings (created by control plane) and if the customer made any custom changes to this custom
parameter group then those changed will be reverted, because the database upgrade requires the recreation of the
custom parameter group.

Steps for manual installation of PostgreSQL 14 packages.

Disposition: / Status:
Thistopic isin both Data Hub and Management Console (Data Lake) doc, so if you update the topic cherry-pick the
changes to both dh-cloud and mc-cloud.

The last step of the Database upgrade flow is the installation of PostgreSQL 14 packages on the cluster hosts. Thisis
relevant in the case of an operating system image that does not yet contain the PostgreSQL 14 packages.
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The required repositories are being hosted in the same location that is used for Cloudera Runtime upgrades: https://
archive.cloudera.com/p/postgresqgl/postgresgl 14/redhat 7/

If for some reason the package installation fails, it is required for the customers to manually install the
aforementioned packages because otherwise the pg_dump utility driving the backup functionality will stop working.

e Method 1: Installation using Cloudera hosted

This method works only if you have proper network access and paywall credentials to the archive.cloudera.com
repository as the required metadata is already pushed onto the nodes during the RDS upgrade process.

SSH into the master node and run the following with superuser privileges:

{code}

source activate_salt_env

salt '*' state.apply postgresql/pgl4-install
{code}

* Method 2: Manual installation
Using this method you will install PostgreSQL packages using the official repo file
1. SSH into the master node and run the following with superuser privileges (install PostgreSQL packages using
the official repo file)

yuminstall -y https://downl oad. post gresql . org/ pub/repos/yuni reporpns/ EL
- 7-x86_64/ pgdg-r edhat - repo- | at est. noarch. rpm

2. Install required packages

yuminstall -y postgresql 14-server postgresql 14 postgresql 14-contrib pos
tgresql 14- docs

Steps for manual installation of PostgreSQL 11 packages.

Disposition: / Status:

Thistopic isin both Data Hub and Management Console (Data Lake) doc, so if you update the topic cherry-pick the
changes to both dh-cloud and mc-cloud.

The last step of the Database upgrade flow is the installation of PostgreSQL 11 packages on the cluster hosts. Thisis
relevant in the case of an operating system image that does not yet contain the PostgreSQL 11 packages.

The required repositories are being hosted in the same location that is used for Cloudera Runtime upgrades: https:/
archive.cloudera.com/p/postgresql/11/redhat7/

If for some reason the package installation fails, it is required for the customers to manualy install the
aforementioned packages because otherwise the pg_dump utility driving the backup functionality will stop working.

e Method 1: Installation using Cloudera hosted

This method works only if you have proper network access and paywall credentials to the archive.cloudera.com
repository as the required metadata is already push onto the nodes during the RDS upgrade process.

SSH into the master node and run the following with superuser privileges.

source activate _salt_env
salt '*' state.apply postgresql/pgll-install
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* Method 2: Manual installation
Using this method you will install PostgreSQL packages using the official repo file

1. SSH into the master node and run the following with superuser privileges (install PostgreSQL packages using
the official repo file)

yuminstall -y https://downl oad. post gresql . org/ pub/repos/yuni reporpns/ EL
- 7-x86_64/ pgdg-r edhat - repo- | at est. noarch. rpm

2. Install required packages

yuminstall -y postgresql 11-server postgresqgl 11 postgresqgl 11-contrib pos
tgresql 11- docs

When new versions or builds of Cloudera Runtime/Cloudera Manager are available for the Data L ake service, you
can initiate a Data L ake upgrade. An OS upgrade may also be available. Use either the CDP CLI or the Management
Consoleto initiate an upgrade.

There are several potential types of Data L ake upgrades:

* Runtime and Cloudera Manager version upgrades, called "major/minor version" upgrades, which are available
when anew Runtime and CM version is released.

» Service pack upgrades, which do not change the major/minor Runtime or CM release, but upgrade the Data Lake
to thelatest CM and/or Runtime service packs available in the given version. These upgrades are made available
as needed and can deliver targeted bug fixes for Cloudera Runtime, Cloudera Manager, or both.

e OS upgrades, which do not change any CM or Runtime builds, but update the underlying cloud image. If an OS
upgrade is available a ong with amajor/minor version upgrade, the major/minor upgrade will incorporate the OS
upgrade.

The type of upgrade that is available for a Data Lake is explicit on the Upgrade tab of the Data L ake details page. Any
available upgrades are visible in the Target Cloudera Runtime Version drop-down menu. For example:

A major/minor version upgrade, where the major/minor versions of CM and Runtime are upgraded together:
Disposition: / Status:
CB-24372 RHEL upgrade - Screenshots on this page have been updated.
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Upgrade Data Lake &

Current Data Lake Version: 7.2.15

® A new upgrade is available for this Data Lake. You can continue through the process below.
Cloudera Runtime 7.2.18 is only available with Red Hat Enterprise Linux 8 OS images. Make sure to upgrade your cluster to RHEL 8 to unlock the upgrade to 7.2.18.

Select Upgrade
Target Cloudera Runtime Version
7.2.17 (Runtime upgrade, OS: centos?) -
[j Perform rolling upgrade
Rolling upgrade is not supported for this cluster, but is enabled via entitlement. Some cluster services might become unavailable during upgrade and running workloads

could be impacted. For limitations and details please see the rolling upgrade documentation.
The Cloudera Runtime version of your cluster will be upgraded to 7.2.17 and an OS upgrade will also be performed. See the Public Cloud Runtime release notes for the list
of changes and fixes in this version. This upgrade requires a downtime. Further details are available in the CDP Public Cloud upgrade advisor and the documentation for

Upgrading Data Hubs.

Cloudera Runtime Build number

loudera Runtime Version

Version details
Image Date CM Version 0S Type CM Build number
Current 2023-11-29 7.6.2 centos7 42790603 47111845
Target 2024-02-02 7.11.0 centos7 48415235 49883770

A service pack upgrade, where no version upgrade is available, but a new Cloudera Runtime and/or Cloudera

Manager service pack is available for upgrade:

Upgrade Data Lake &

Current Data Lake Version: 7.2.17

® Anew upgrade is available for this Data Lake. You can continue through the process below.
Cloudera Runtime 7.2.18 is only available with Red Hat Enterprise Linux 8 OS images. Make sure to upgrade your cluster to RHEL 8 to unlock the upgrade to 7.2.18.

Select Upgrade

Target Cloudera Runtime Version
-

7.2.17 (Runtime upgrade, OS: centos7)

D Perform rolling upgrade
Rolling upgrade is not supported for this cluster, but is enabled via entitlement. Some cluster services might become unavailable during upgrade and running workloads
could be impacted. For limitations and details please see the rolling upgrade documentation.

The Cloudera Runtime version of your cluster will be upgraded to 7.2.17 and an OS upgrade will also be performed. See the Public Cloud Runtime release notes for the list
of changes and fixes in this version. This upgrade requires a downtime. Further details are available in the CDP Public Cloud upgrade advisor and the documentation for

Upgrading Data Hubs.

oudera Runtime Build numbe
46967063

Cloudera Runtime Version

Version details
CM Build number

Image Date CM Version 0S Type
Current 2023-11-29 7.11.0 centos?7 47027442 7.217
Target 2024-02-02 7.11.0 centos?7 48415235 7.2.17 49883770

An OS upgrade is designated by “(OS upgrade, OS: <target-0s>)" when you select the drop-down menu:
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Upgrade Data Lake &

Current Data Lake Version: 7.2.15

® A new upgrade is available for this Data Lake. You can continue through the process below.
Cloudera Runtime 7.2.18 is only available with Red Hat Enterprise Linux 8 OS images. Make sure to upgrade your cluster to RHEL 8 to unlock the upgrade to 7.2.18.

Select Upgrade

Target Cloudera Runtime Version

Please select a runtime version -

Please select a runtime version

7.2.17 (Runtime upgrade, OS: centos7)

nentation. To check whether rolling upgrade could be enabled for this

7.2.15 (OS upgrade, OS: centos?)

CM Version 0S Type CM Build number Cloudera Runtime Version Cloudera Runtime Build number
Current 2023-11-20 7.6.2 centos7 42790603 7.2.15 47111845

Attention: There are important differences between the nature of major/minor, service pack, and OS
;’i‘ﬁ, upgrades. Read the details below carefully to understand which type of upgrade is appropriate for your
situation.

The Data L ake upgrade process will:

1. Check for anewer Cloudera Manager and Runtime version or build, and a new OS image.

2. Automatically create a backup of the Data Lake (for major/minor and service pack upgrades).
3. Execute the Data L ake upgrade.

4. Veify the Data Lake state.

Major/minor version upgrades are available as new versions of Cloudera Runtime and Cloudera Manager are
released. Version upgrades combine a Runtime and CM upgrade into one operation. For example, this upgrade might
involve upgrading from Runtime 7.2.8 to 7.2.9, and Cloudera Manager from 7.4.0to 7.4.1.

Data L ake version upgrades require you to stop all of the Data Hubs in the environment before performing the Data
Lake upgrade. The upgrade process stops all of the Data L ake services, downloads and distributes the new Cloudera
Runtime, restarts the services, and del etes the old Cloudera Runtime. This process includes launching entirely new
instance(s) from new cloud image(s). Once the Data L ake upgrade is complete, you can then either upgrade your Data
Hub clusters to the same version as the Data Lake (if your Data Hub cluster type is supported for upgrade), or delete
and recreate the clusters with the new Data Lake version. If your Data Hub ison Runtime version 7.2.16 or later, itis
compatible with a Data Lake on a newer Runtime version (7.2.17+). Y ou can independently upgrade your Data Hubs
at alater timeif you choose to, though it is not required
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Important: Cloudera Runtime 7.2.17 has new dependencies that were not present in most of the previous
Runtime versions. Because of this, you may be unable to upgrade directly to this version and future service
packs without first upgrading to a more recent Runtime version.

If you plan to upgrade your existing Data L akes from a previous release to 7.2.17 or later, you can verify
whether or not you will first be required to perform an additional upgrade step:

1. Select the Data Lake that you want to upgrade and click on the Upgrade tab.
2. If you see awarning message about missing prerequisites, follow the given steps to perform the additional
upgrade before you upgrade to 7.2.17.

If your current Runtime version is 7.2.16 or any 7.2.16 service packs, these additional steps will include first
performing an OS upgrade before upgrading to 7.2.17.

If your current Runtime versionis 7.2.12, 7.2.14, or 7.2.15, these steps may include upgrading to the most
recent service pack of your current Runtime version, as well as performing a separate OS upgrade for your
current Runtime version, before you can perform a major/minor version upgradeto 7.2.17.

The service pack upgrade process checks to seeif anew Cloudera Manager or Cloudera Runtime (CDP) build is
available, and then upgrades the Data L ake to the newest builds. Service pack upgrades do not upgrade to a new
version of Cloudera Manager or Cloudera Runtime; they only upgrade to the latest service pack of a particular
version. For example, a service pack upgrade cannot take the Data L ake from Runtime version 7.2.11 to version
7.2.12, but instead upgrades Runtime 7.2.11 to anewer 7.2.11 build. These upgrades are made available as needed
and can deliver targeted bug fixes for Cloudera Runtime, Cloudera Manager, or both. If desired, specific older service
packs can al so be chosen using the CDP CLI. The service pack upgrade process follows the same steps as the version
upgrade process.

OS upgrades may be available sporadically as new images are created. OS upgrades are typically released to address
security vulnerabilities or other issues on the host system. The OS upgrade process includes launching entirely new
instances with the new OS image. An OS upgrade triggers the execution of any pre-service-deployment, post-cluster-
manager-start, or post-service-deployment recipes.

Certain Data Lake upgrades can be performed in arolling fashion, depending on the Data L ake shape, Data Lake OS,
and the Runtime version you are upgrading to and from. For more information, see Data L ake rolling upgrades.

The following Data L ake upgrade paths are supported.

In the below table, find your current Runtime version to find out the newest Runtime version that you can upgrade to:

727 7.2.16
7.2.8 7.2.16
7.29 7.2.16
7.2.10 7.2.16
7211 7.2.16
7.212 7.217
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7.2.14 7.217
7.2.15 7.2.17
7.2.16 7.2.17
7.2.17 (RHEL + EDL) 7.2.18

Disposition: / Status:
CB-24452 - 7.2.18

i Important:

¢ |Disposition: / Status:
CB-24452 - 7.2.18

In order to upgrade to 7.2.18, your Data L ake must be using RHEL 8 and Enterprise or Light Duty shape.
e If you are upgrading to 7.2.17, you may be required to perform a service pack upgrade first.

If you are planning an update to Runtime 7.2.18, refer to Upgrading to Runtime 7.2.18.

For service pack upgrades, both non-RAZ (Ranger Authorization) and RAZ-enabled Data Lakes are eligible for
upgrade from versions 7.2.7+.

For major/minor version upgrades, Ranger Authorization (RAZ) enabled Data L akes are eligible for upgrade from
versions 7.2.10-7.2.12 to 7.2.14+.

Before you begin a Data L ake upgrade, note the requirements and limitations listed below.

Required role to perform Data Lake upgrade: EnvironmentAdmin or Owner over the environment

The Data Lake must be running and in a healthy state.

Y ou should stop any Data Hubs and any data services (such as CDW or CDE) that are running. For the Cloudera
Data Warehouse Experience, you should stop any Virtual Warehouses that are running prior to beginning any
upgrade or backup/restore process. Stopping Experiencesis not required for service pack upgrades, but any Data
Hubs or data services that are not stopped will error out during the upgrade process.

If you use a custom image catalog and you don't see upgrades available, you may need to update your custom
image catalog with new images.

Disposition: / Status:
CB-24372 RHEL upgrade

If the upgrade involves upgrading from CentOS to RHEL, review the Prerequisites for upgrading from CentOS to
RHEL.

Expect at least two hours of downtime while the upgrade completes. Plan the upgrade during atime of low
activity.

Optionally, you can take a backup of the Data L ake. The Data L ake upgrade process will automatically take a
backup before the upgrade procedure begins, but you have the option of disabling the automatic backup if you
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would prefer to do this step separately. For instructions on performing a backup and restore, see Backup and
restore for the Data Lake. If the upgrade fails for any reason, you can restore the Data L ake from the backup.

Important: Even if you are using the automatic backup integrated with the Data L ake upgrade flow,

& verify that you have correctly configured the Data L ake backup process. Configuring the backup process
includes granting the required permissions from the cloud provider side, and adding a RAZ policy for
RAZ-enabled environments. See Configuring and running Data Lake backups for more information on
required configurations for backup. Y ou do not need to actually run the backup if you plan to use the auto-
backup during a Data L ake upgrade.

For RAZ-enabled AWS environments, it is required that you manually add the RAZ backup policy for any
AWS Data L ake created with a Runtime version prior to 7.2.15. However, for new environments created
with a Data L ake running Runtime versions 7.2.15+, the RAZ backup policy is automatically configured
for RAZ-enabled environments. If your Data L ake has been upgraded to 7.2.15 (as opposed to a new Data
Lake created with 7.2.15), you will still have to manually add the RAZ backup policy.

For RAZ-enabled Azure environments, it is required that you manually add the RAZ backup policy for
any Azure Data L ake created with a Runtime version prior to 7.2.14. However, for new environments
created with a Data L ake running Runtime versions 7.2.14+, the RAZ backup policy is automatically
configured for RAZ-enabled environments. If your Data L ake has been upgraded to 7.2.14+ (as opposed
to anew Data L ake created with 7.2.14), you will still have to manually add the RAZ backup policy.

The upgrade requires 27 GB space on the CM server node and 20 GB on every other instance. If space isinsufficient
on your Data L ake, upgrade will not be permitted.

Note the following limitations for the Data L ake upgrade:

« DataLake upgrade does not include the upgrade of the Freel PA software or the operating system on the
instance(s) running Freel PA. To upgrade Freel PA, see Upgrade Freel PA.

» Datalakeresizing (moving from alight duty to a medium duty Data Lake) during an upgrade is not supported.

e Zero-downtime upgrade of Data L ake servicesis not supported.

« |f aDatalLake has attached Data Hubs that are not eligible for upgrade, the Data Lake itself is not eligible for
upgrade. Y ou must delete any Data Hubs that are ineligible for upgrade before proceeding with the Data L ake
upgrade. See Data Hub Upgrade for more information about which Data Hubs are eligible for upgrade.

« Service pack upgrades for RAZ-enabled Data L akes are available only for Runtime versions 7.2.7+.

» Major/minor version upgrades for RAZ-enabled Data Lakes are available only for Runtime versions 7.2.12+.

* |Disposition: / Status:

CB-24372 RHEL upgrade

A Data Lake must be using Runtime 7.2.17 to be eligible for CentOS to RHEL upgrade. If you do not see the

option to upgrade from CentOS to RHEL, ensure that your Data Lake is using Runtime 7.2.17.

* |Disposition: / Status:

CB-24372 MD to EDL upgrade

Runtime 7.2.18 and newer do not support Medium Duty Data L ake shape and no upgrades are possible from

7.2.17 to 7.2.18 without doing aresize operation on the Data Lake prior to upgrading to 7.2.18.

Backup and restore for the Data L ake
Upgrade Freel PA

Data Hub Upgrade

Configuring and running Data L ake backups

If anew Runtime/CM version or build is available for the Data L ake, you can initiate an upgrade from the
Management Console. An OS upgrade may also be available.
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In most casesit is not required that you destroy/recreate any Data Hubs attached to the Data L ake cluster. For major/
minor version upgrades, you must upgrade the Data Hubs themselves after you upgrade the Data L ake, with the
exception of Data Hubs on Runtime version 7.2.16 and later. If your Data Hub is on Runtime version 7.2.16 or later,
it is compatible with a Data L ake on a newer Runtime version (7.2.17+). Y ou can independently upgrade your Data
Hubs at alater timeif you choose to, though it is not required.

Any Data Hubs or data services that are not stopped during a Data L ake upgrade will error out during the upgrade
process.

Required role: EnvironmentAdmin or Owner over the environment

1
2.

3.

Stop all Data Hubs attached to the environment.

From the Management Console, click Data L akes<Environment Name>, scroll to the bottom of the Data L ake
details page, and click the Upgrade tab.

Click the Target Cloudera Runtime Version drop-down menu to see any available upgrades for a given Runtime
version.

If anew build is available for the selected version, the Ul displays the current and target versions and build
numbers. If only an OS upgrade is available, the Ul displays “(OS upgrade only).”

When amajor/minor version upgrade is available, you'll be able to select a new Runtime version:

Disposition: / Status:

CB-24372 RHEL upgrade - Screenshots on this page have been updated

Upgrade Data Lake &

Current Data Lake Version: 7.2.15

® A new upgrade is available for this Data Lake. You can continue through the process below.
Cloudera Runtime 7.2.18 is only available with Red Hat Enterprise Linux 8 OS images. Make sure to upgrade your cluster to RHEL 8 to unlock the upgrade to 7.2.18.

Select Upgrade
Target Cloudera Runtime Version

7.2.17 (Runtime upgrade, OS: centos7) v
EJ Perform rolling upgrade

Rolling upgrade is not supported for this cluster, but is enabled via entitlement. Some cluster services might become unavailable during upgrade and running workloads
could be impacted. For limitations and details please see the rolling upgrade documentation.

The Cloudera Runtime version of your cluster will be upgraded to 7.2.17 and an OS upgrade will also be performed. See the Public Cloud Runtime release notes for the list
of changes and fixes in this version. This upgrade requires a downtime. Further details are available in the CDP Public Cloud upgrade advisor and the documentation for
Upgrading Data Hubs.

Version details

Image Date CM Version 0S Type CM Build number loudera Runtime Version Cloudera Runtime Build number
Current 2023-11-29 7.6.2 centos?7 42790603 7.2.15 47111845
Target 2024-02-02 7.11.0 centos?7 48415235 217 49883770

If arolling upgrade is available, select the Perform rolling upgrade checkbox if you would like to perform this
type of upgrade. The availability of arolling upgrade depends on the current and target Runtime versions, the Data
L ake shape, and the Data L ake OS. See Data L ake rolling upgrades for more information.

If you want to skip the automatic backup that is taken before the upgrade, uncheck the Automatic backup box. For
more information on what is backed up during a Data L ake backup, see Data Lake backup and restore.

Click Validate and Prepare to check for any configuration issues and begin the Cloudera Runtime parcel download
and distribution. Using the validate and prepare option does not require downtime and makes the maintenance
window for an upgrade shorter. Validate and prepare also does not make any changes to your cluster and can be
run independently of the upgrade itself. Although you can begin the upgrade without first running the validate and
prepare option, using it will make the process smoother and the downtime shorter.

41


https://jira.cloudera.com/browse/CB-24372
https://docs-dev.cloudera.com/cdp-public-cloud/cloud/cdp-upgrade-advisor/topics/cdp-data-lake-rolling-upgrades.html

CDP Public Cloud Management Console Data L ake upgrade

6. Click Upgrade to initiate the upgrade.
7. Click the Event History tab to monitor the upgrade process and verify that it completes successfully.

If the upgrade fails for any reason, check the Data L ake logs through Cloudera Manager for troubleshooting
information and retry the upgrade. If you cannot fix the problem manually, you may be able to recover the Data
Lake cluster after afailed upgrade. For more information see Recovering from failed upgrades.

For major/minor upgrades, if the upgrade is successful, you can proceed to upgrading your attached Data Hubs if
required. Data Hub clusters must run the same Runtime version as the Data L ake, with the exception of Data Hubs on
Runtime version 7.2.16 and later. If your Data Hub is on Runtime version 7.2.16 or later, it is compatible with a Data
Lake on anewer Runtime version (7.2.17+). Y ou can independently upgrade your Data Hubs at a later timeif you
choose to, though it is not required. For service pack and OS upgrades, you can restart your Data Hubs, data services,
and any stopped Virtual Warehouses.

Backup and restore for the Data Lake
Recovering from failed upgrades

Y ou can initiate a Data L ake upgrade with the CDP CLI. Using the same CLI command, you can also search for and
validate available images to upgrade to, and generate JSON templates for specific upgrade scenarios.

Disposition: / Status:
CB-24372 RHEL upgrade - Added the following new section for obtaining image 1D

Obtain image ID

If your Data L ake upgrade includes upgrading from CentOS to RHEL 8, prior to attempting an upgrade you need
to obtain an ID of atarget RHEL 8 image. Y ou can obtain it from the image catalog by finding an image with your
target Runtime version which has an OS Type of RHEL8.

Image Catalogs ~ cloudbreak-default

cloudbreak-default
Delete

https://cloudbreak-imagecatalog.s3.amazonaws.com/v3-test-ch-image-catalog.json

Base Images Cloudera Runtime Images

Q
SOOI
64e20e39-4e47-45f6-af31-619097ed9deb gﬁ)%%'e RHEL8 ~ 7.120.0 50381610 Cloudera 7.218 50345525 Default  2/19/2024  2/20/2024
ab7c20b4-54e8-44af-a189-3c753ecbaede  Amazon ~ RHEL8  7.11.0 48415235 Cloudera 7217 49883770 Default 2/2/2024  2/2/2024
d0a2f924-9216-45a0-8492-32c64d2a2adf ~ Azure RHEL8 ~ 7.11.0 48415235 Cloudera 7217 49883770 Default  2/2/2024  2/2/2024
7d74alca-claa-4d87-89ac-a43ebb1739d7 Amazon ~ RHELS  7.9.2 38837416 Cloudera 7216 38457977 3/21/2023  3/21/2023
fef3aect-561f-46e5-bbad-4f847a45f364  Azure RHEL8  7.13.0.0 49779725 Cloudera 730 49808143 Default  2/21/2024  2/21/2024
0d6da670-ce0c-4c71-8d0a-d370be3e76e6 Azure RHEL8 ~ 7.120.0 50571627 Cloudera 7.218 50499817 Default  2/23/2024  2/23/2024
0chS5fb1-83b2-4fe7-afb1-05043b401204 5000 RHEL8  7.11.0 48415235 Cloudera 7217 49883770 Default  2/2/2024  2/2/2024
c7a42chc-f0a9-4fc2-93ff-59ae834c2d3b  Amazon  RHELS  7.11.0 40466989 Cloudera 7217 40465599 5/2/2023  5/2/2023

Runtime

Once you have identified the 1D, you can provide it in the upgrade CLI command by using the --image-id flag.
Upgrade steps
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1. Run the cdp datalake upgrade-datal ake command.

Disposition: / Status:
CB-24372 RHEL upgrade - Added this sentence.

In order to use this command for upgrading from CentOS to RHEL, ensure to provide an image ID of aRHEL 8

image.

The command has the following options:

cdp dat al ake upgr ade- dat al ake
- - dat al ake- name <val ue>
[--1mage-id <val ue>]
[--runtime <val ue>]
[--1ock-conponents | --no-Iock-conponents]
[--dry-run | --no-dry-run]
[ --show avai | abl e-i mages |
[--show avai |l abl e-i nage-per-runtinme |

--no-show avai | abl e-i nages]
--no-show avai | abl e-i nage-

per-runti nme]

- - ski p- backup |
- ski p-ranger - hns- net adat a |
-ski p-atl as-netadata |

- ski p- backup-val i dation |

- - no- ski p- backup]

- - no- ski p-ranger - hns- et adat aj
--no-ski p- at | as- et adat a]

- -no- ski p-ranger - audi t s]

- -no- ski p- backup-val i dati on]

-cli-input-json <val ue>]
--generate-cli-skel et on]

[

E-
[--skip-ranger-audits |
[_

[_

[

Option

Description

--datalake-name (string)

Required. The name or CRN of the Data L ake to upgrade.

--image-id (string)

The ID of an image to upgrade to.

Disposition: / Status:

CB-24372 RHEL upgrade - Added this sentence.

If upgrading from CentOS to RHEL, make sure to provide an image |D of atarget
RHEL image.

--runtime (string)

The Runtime version to upgrade to. In a maintenance upgrade this parameter isthe
current Runtime version. When you specify the Runtime version, the upgrade uses

the latest image ID of the given Runtime version from the same image catalog used
for Data Lake creation. If you specify an invalid Runtime version, you'll receive an
error message that the version is not supported for upgrade.

--lock-components | --no-
lock-components (boolean)

Use --lock components to perform an OS upgrade only.

--dry-run | --no-dry-run
(boolean)

Checksthe eligibility of an image to upgrade. Can be used in conjunction with any
other parameter, returning the available image (with respect to image Id, Runtime
or lock-components set) without performing any actions.

--show-available-images
| --no-show-available-
images (boolean)

Returnsthelist of images that are eligible to upgrade to.

--show-available-image-
per-runtime | --no-show-
available-image-per-
runtime (bool ean)

Returnsthe latest image that is eligible to upgrade to, for each Runtime version
with at least one available upgrade candidate.

--skip-backup | --no-skip-
backup

If provided, will skip the backup flow for the upgrade process.
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Option

Description

--skip-ranger-hms-
metadata | --no-skip-
ranger-hms-metadata

Skips the backup of the databases backing HM S/Ranger services. Redundant if —
skip-backup isincluded. If this option is not provided, the HM S/Ranger services
are backed up by default.

--skip-atlas-metadata | --
no-skip-atlas-metadata

Skips the backup of the Atlas metadata. Redundant if —skip-backup isincluded. If
this option is not provided, the Atlas metadata is backed up by default.

--skip-ranger-audits | --no-
skip-ranger-audits

Skips the backup of the Ranger audits. Redundant if —skip-backup isincluded. If
this option is not provided, Ranger audits are backed up by default.

--skip-backup-validation
| --no-skip-backup-
validation

Skips the validation steps that run prior to the backup. Redundant if —skip-backup
isincluded. If this option is not provided, the validations are performed by default.

--cli-input-json (string)

Performs service operation based on the JSON string provided. The JSON string
follows the format provided by --generate-cli-skeleton. If other arguments are
provided on the command line, the CLI values will override the JISON-provided
values.

--generate-cli-skeleton
(boolean)

Prints a sample input JSON to standard output. Note the specified operation is not
run if this argument is specified. The sample input can be used as an argument for
--cli-input-json.

When you run the cdp datal ake upgrade-datal ake command to initiate an upgrade, you have one of three options:

a. Specify one of either --image-id, --runtime, or --lockComponents, which makes an explicit choice of the exact
image, Runtime (latest OS), or latest OS (same Runtime) for upgrade.

b. Specify both --image-id and --lockComponents, which specifies an image and ensures the image represents an
OS only upgrade.

¢. Specify none of the --image-id, --runtime, or --lockComponents parameters, which initiates a Runtime/CM
upgrade to the latest compatible version and OS image.

Outside of upgrade, you can use the following options:

e --show-available-images/--no-show-avail able-images

« --show-available-images-per-runtime/--no-show-available-images-per-run  time

e --dry-run

Examples of valid inputs:
cdp dat al ake upgr ade- dat al ake --dat al ake-nane mny-dat al ake --dry-run
cdp dat al ake upgr ade-dat al ake --dat al ake- nane ny-dat al ake --i mage-id dlc
520b1-987d- 461f - 7860- 918f 43994c04
cdp dat al ake upgrade-dat al ake --dat al ake- nane ny-datal ake --image-id dlc52
Obl-987d- 461f - 7860- 918f 43994c04 --dry-run
cdp dat al ake upgr ade-dat al ake --dat al ake-nane ny-datal ake --runtime 7.2.11
cdp dat al ake upgr ade-dat al ake --dat al ake-nane ny-datal ake --runtinme 7.2
.11 --dry-run
cdp dat al ake upgrade-dat al ake --dat al ake-nane mny-dat al ake- -1 ock- conponent s

cdp dat al ake upgrade-dat al ake --dat al ake- nane
bl e-i mage- per-runtinme
cdp dat al ake upgr ade- dat al ake

e-i mages

my- dat al ake --show avail a

- -dat al ake- nanme ny- dat al ake- --show avai | abl

Examples of incorrect inputs:

cdp dat al ake upgr ade-dat al ake - - dat al ake- nane
.11
cdp dat al ake upgrade-dat al ake --dat al ake- nane

Ob1-987d- 461f - 7860- 918f 43994c04

ny- dat al ake --inmage-id 7.2

my- dat al ake--runti ne dilc52
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cdp dat al ake upgr ade-dat al ake --dat al ake- nane ny- dat al ake- -1 ock- conponent s
--imageid imageid --runtine runtine

cdp dat al ake upgr ade-dat al ake --dat al ake-nane ny-dat al ake --show- avai |l abl

e-i mage-per-runtine --show avail abl e-i nages

cdp dat al ake upgr ade-dat al ake --dat al ake- nane ny-dat al ake --show- avail ab

| e-i mage-per-runtinme --dry-run

cdp dat al ake upgr ade-dat al ake --dat al ake- nane ny-dat al ake --show- avai |l abl

e-images --dry-run

If a Data Lake upgrade fails and you are unable to manually troubleshoot the problem, you may be able to use the
recovery process to return the cluster to its pre-upgrade state.

If Freel PA isavailable and the Data L ake cluster isin arecoverable state (meaning that there has been an uncorrected
failed upgrade or failed recovery), arecovery option may be available after afailed upgrade. Recovery after afailed
upgrade retains the Data Lake CRN, UM S mappings, load balancers, and RDS instance and brings up new instances
with the original image and Runtime version, but new disks and new databases.

Note: Data backup and restoreis not currently part of the recovery process. Ensure that you have a Data
L ake backup from which you can manually restore the Data L ake data after the successful recovery. The
presence of the backup is not validated by the Management Console.

Disposition: / Status:

If Freel PA is available and the Data L ake cluster isin arecoverable state (meaning that there has been an uncorrected
failed upgrade or failed recovery), arecovery option will be presented in the Data Lake Ul after afailed upgrade.
Recovery after afailed upgrade retains the Data Lake CRN, UM S mappings, load balancers, and RDS instance and
brings up new instances with the original image and Runtime version, but new disks and new databases.

1. Usethe CDP CLI to recover the Data L ake after afailed upgrade:

cdp dat al ake recover-dat al ake
- - dat al ake- name <val ue>
[--recovery-type <val ue>]

Parameter Description

--datalake-name Name or CRN of the Data L ake that you want to
recover after afailed upgrade.

--recovery-type The type of the recovery. The default valueis
RECOVER_WITHOUT_DATA.

Currently, the option RECOVER_WITH_DATA isnot
supported.

Disposition: / Status:

* RECOVER _WITH_DATA
* RECOVER_WITHOUT_DATA

\When the RECOVER WITH_DATA optionis
supported, a validation checks to see if a backup of

45



CDP Public Cloud Management Console Performing manual Data Lake repair

Par ameter Description

the DL has ever been taken, and if so, will restore the
existing backup automatically.

The status of the Data L ake appears as "Datal ake recovery in progress. Recovery process takes awhile asthe
nodes are being terminated and new nodes are launched with the original runtime.”

Event History Endpoints (6) Tags (5) Hardware Network Telemetry Repository Details Image Details Recipes (0) Cloud Storage Attached clusters (0) Database Upgrade

Events &, DOWNLOAD

@ Cluster recovery has been completed

25/01/2022,17:32:20

@ Installing CDP services

25/01/2022,17:08:19

@ Starting Cloudera Manager
25/01/2022, 17:02:40

@ The generation of valid certificate has been failed, installation of your cluster is continuing with a generated self-signed certificate.

25/01/2022,17:02:22

@ Bootstrapping cluster
25/01/2022, 17:01:33

@ Creating infrastructure
25/01/2022, 16:52:55

@ Setting up CDP image

25/01/2022, 16:52:49
2. Restore the Data L ake from the pre-upgrade backup. For more information, see Restore Data Lake content.
3. If necessary, run the cdp datalake sync-component-versions-from-cm command from the CDP CLI.

When an upgrade fails, the versions of Cloudera Manager, Runtime, and other components may become out-of -
sync with the CDP Management Console. Similarly, if you try to fix errors by installing parcels manually, it may
not be reflected in the CDP Management Console.

To overcome the mismatch between versions reflected in the Management Console, run the cdp datalake sync-
component-versions-from-cm CDP CLI command. This commands reads the CM, Runtime, and other parcel
versions (if applicable) from CM and updates the versionsin the CDP Management Console. Using this command
forces the CDP Management Console back in sync so that it shows the actual versionsinstalled in CM.

cdp dat al ake sync-conponent - ver si ons-from cm - - dat al ake- nane <dat al ake n
anme>

Configuring and running Data L ake restore

If aData Lake node fails, an administrator can start a manual recovery process from the CDP web interface. Because
the state of Data Lake servicesis stored externally, the repair operation is able to deploy the services on a new node
and reattach the all workload clusters without data loss and with minimal downtime.

Required role: EnvironmentAdmin or Owner of the environment
When a Data Lake cluster has unhealthy nodes, warnings appear in the Data L ake page:

* Nodes are marked as "UNHEALTHY" in the Hardware tab for the Data L ake.
« Datalake cluster's Event History shows "Manual recovery is needed for the following failed nodes.”

Y ou can perform manual repair from the CDP web Ul or CLI.
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To perform manual repair from CDP web Ul:

1. Logintothe CDP web interface.
2. Navigate to the affected Data Lake using Management Console Data L akes.
3. Inthe Data Lake details page, click choose one of the following options:

« Torepair failed nodesin a specific host group, click Repair and select the host group that should be repaired.
Only one host group can be selected at atime. Then click Repair.

Data Hubs Data Lake Cluster Definitions Summary

> SHOW CLI COMMAND &3 RETRY # REPAIR fi RENEW CERTIFICATE

aws  Environment Details

NAME. REGION AVAILABILITY ZONE

REDENTIAL
- eng-sdx-daily us-west-2 us-west-2¢

Note: If no host groups are listed asin need of repair, use Cloudera Manager to determine what might
be causing the problem you are experiencing.

« Torepair asingle node failure or select certain nodes within a host group to repair, select the Hardware tab and
then the repair icon next to the host group that contains the failed node(s).

4. When you initiate arepair from the Hardware tab, you also have the option to delete any volumes attached to the
instance. This can be useful if avolumeislost on the cloud provider side. To delete the attached volumes, select
the Delete VV olumes checkbox.

When the recovery flow is completed, the cluster status changes to "RUNNING".

To perform manual repair from the CL1, use the following commands:

» cdp datalake list-datalakes — Check the status and health of your Data L ake clusters
» cdp datalake describe-datal ake — Check the status and health of a specific Data Lake cluster
« cdp datalake repair-datal ake — Perform Data Lake cluster repair.

Data Lake repair

Data L ake storage

Cloudera Manager health tests
Cloudera Manager logs

Y ou can backup and restore the metadata maintained in the Data L ake services. Use this comprehensive backup to
restore your Data Lake' s metadata to the state it was at when the backup was taken.

The backup and restore operation creates a comprehensive backup that improves the likelihood of datain the backup
to be synchronized across al the services running in the Data L ake.

Required role: EnvironmentAdmin
Note: Data Lake backup and restoreis supported from Cloudera Runtime 7.2.1+ on AWS and Cloudera
Runtime 7.2.2+ on Azure, Cloudera Runtime 7.2.15+ on GCP, and Cloudera Runtime 7.1.0/7.2.0 on HDFS.
Use the Data L ake backup and restore:

* inpreparation for a Data L ake upgrade.
» for archiving Data Lake content for later reference.
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* to promote Data L ake content from test to production.

There will be adowntime when a Data L ake backup is performed, as some Data L ake services will be stopped.
Additionally, access to the HM S database will be blocked by default for the duration of the backup, but you can
optionally bypass this using the CLI option no-close-db-connnections when you run the backup. This option allows
Data Hub workloads to continue running during the Data L ake backup process. See Configuring and running Data
Lake backups for more information.

Important: Data |lake backup/restore operations should be performed when the Data L ake is quiescent. In order to
have a consistent backup Cloudera recommends that no workloads are running when the backup is performed. In
order to make sure there are no updates to HM S, the backup and restore process closes all the connections to the
HMS backend database. Thisisimportant for migration use cases where you would like to move metadata from one
environment to another. However, you are not required to stop the Data Hub workloads before performing backup. If
you want to keep Data Hubs running during a backup, you must keep the HM S database connections open to the Data
L ake using the no-close-db-connnections CL1 option. If the database connections are closed, Data Hub workloads will
fail.

Note that a Data L ake Backup includes metadata about your cluster workloads and does not include the data itself.

At thistime, you can trigger a Data L ake backup through a CDP command-line operation from any host with
connectivity to the Data Lake. The system checks to make sure there isn't another backup or restore in progress.

The backup operation saves afull snapshot of datafrom all SDX services:
o Atlas

e Audit events, saved in HBase tables

» Lineage data, saved as Janus graph data in HBase tables

« Edge, vertex, and full text indexes, saved in Solr collections
* Ranger:

e Audit logs, saved as a Solr collection
* Permissions and tags, saved in RDBM S tables
 HMS Metadata, saved in RDBM S tables

The backup files are stored on AWS S3, ADLS, or Google Cloud Storage with encryption enabled.

Disposition: / Status:
//REVIEWERS: Please check this section for accuracy.

Y ou can run backups as part of these events:

» Upgrades: a backup can be performed before performing an upgrade. This backup can be used to restore the
existing environment or create a new environment in case the upgrade fails in amanner that requires you to re-
build the original environment.

* Moving the Data L ake metadata (Atlas lineages, Ranger policies and audit information, and HM S metadata) from
one environment to another.

When backups are taken, there is downtime for principal services (see"Principal services' below) due to the
reguirement to shut down HMS service on any attached Data Hubs.

Y es. Before a backup or restore operation begins, a validation process checks for the most common causes of a
backup or restore failure. These validations include verifying that the required permissions are granted on the backup
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location with the cloud provider (AWS and Azure) and that the required Ranger RAZ permissions are granted on the
backup location. For the backup operation only, the validation process also checks if there are any stale Ranger Audit
permissions that are over 90 days old.

Y ou can use CLI commands when you run the backup/restore operations to skip the validation process, or run the
validation process without proceeding to the backup/restore operations. See Configuring and running Data Lake
backups and Configuring and running Data Lake restore for more information.

Data L ake repair replaces the compute resources and reconnects them to the persistent Data L ake storage. Data Lake
restore replaces the existing Data L ake content with content from a Data L ake backup.

The following principal services affect backup and restore operations:
e OntheDatalake:

o Atlas
+ HMS
e HMS Services on any attached Data Hub.

When a backup is performed, the Atlas service is stopped. The HM S service will be impacted if the "--no-close-db-co
nnections" option is not provided.

Backup and restore operations are dependent on the following services:

e HBase
e Solr
e ZooKeeper

» Databases services (e.g. Postgres)

They must be running during a backup or restore operation.

Do not stop or restart Data L ake services in Cloudera Manager if you are planning on running backup or restore
operations. If you stop or restart Data L ake services from Cloudera Manager, such as restarting all services, or
restarting the HBase or Solr services, Data L ake backup and restore operations from the CLI will be allowed to go
forward, but may fail.

In order to have a consistent backup Cloudera recommends that no workloads are running when the backup is
performed. In order to make sure there are no updates to HM S, the backup and restore process closes all the
connections to the HM S backend database. This isimportant for migration use cases where you would like to move
metadata from one environment to another. However, you are not required to stop the Data Hubs attached to a Data
L ake before performing backup. If you want to keep Data Hubs running during a backup and restore operation, you
must keep the HM S database connections open to the Data L ake using the no-close-db-connnections CLI option. If
the database connections are closed, Data Hub workloads will fail.

Y ou should stop all Data Hubs before performing a restore operation; a running Data Hub will prevent restore from
functioning, and may result in inconsistent data in the backup.

Support for AWS Runtime 7.2.1 and above
Support for Azure Runtimes 7.2.2 and above
Support for GCP Runtimes 7.2.15 and above
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Support for Backup and restore across Data Lakes with different shapes | Runtimes 7.2.8 and above

For example, abackup taken on alight duty Data L ake can be used to
restore amedium duty Data Lake.

Support for RAZ-enabled Data Lakes Runtimes 7.2.10 and above

Support for Runtimes 7.1.0 and 7.2.0 Data L ake backup only writesto HDFS on the Data Lake. The backup
should be moved to and from cloud storage using the provided
procedures. Contact Cloudera Support for more information.

Cross-version support (Restoring a backup taken from a different Y ou can take a backup of a Data Lake that runs one version of

version of Cloudera Runtime) Cloudera Runtime and restore the backup to a Data Lake that runs a
different version of Runtime. The backup version must be an earlier/
lower version Runtime than the Data L ake that you are restoring to.
Version limitations apply and a Ranger/HM S schema upgrade may be
required. See Cross-version support for Data Lake backup and restore
for more details.

What's not supported?

Backup and restore across different cloud providersis not supported Example: Restoring a backup of an AWS Data Lake to an Azure Data
Lake, or an Azure Data Lake to an AWS Data Lake is not supported.

Recovery for individual settings or pieces of metadata. Example: Recovering just the Hive SQL Ranger policies from agiven
backup, or recovering just the HM S metadata of a particular database.

Point in Time Recovery of data synced with metadata A restore will only recover HM S metadata and will apply that to the
existing data used by the Data Hubs of the environment. This means
that HM S metadata may not be in sync with the data.

Limitations in the backup and restore system

« With Cloudera Runtime 7.2.1, theinitial backup on AWS may be written to an S3 bucket. All subsequent backups
must be written to the same bucket as the initial backup. This limitation does not exist for later runtime versions.

Disposition: / Status:

All batch backup systems suffer from the problem that the backup operation is not instantaneous and work continues
on the system during the backup. This time lag causes a gap between the current system content and the backup
content. Should you have to restore a backup, the gap makes it possible for the Data L ake backup content to be out-
of-sync with the current workload data. In addition, the backup operation can catch metadata operations in the middle
of atransaction among the Data L ake services or among a service's components. Be aware of these two areas of
potential mismatches when a backup is restored:

\Workload data and Data L ake metadata out-of-sync

\When Data L ake content is restored, some of the restored metadata could be out-of-sync with the current data. Some
examples of this kind of mismatch are:

* Hive Metastore: If there were DDL operations performed in the HM S after the last backup was performed, those
operations will be lost when the Data L ake backup is restored. In cases like these HM S metadata could be out-of -
sync with actual data.

* Ranger: Permissions created/altered/del eted after the last backup was performed will be lost when the Data L ake
isrestored. These changes will have to be recreated.

* Ranger: Audits against resource or tag policies that were collected after the last backup was performed will be lost
when the Data Lake backup is restored. There is no way to recreate these audits.

To reduce the likelihood of metadata and data being out-of-sync after backup content is restored, consider the
following guidelines for timing backups:

* Reducetheinterval between backup. The chances of inconsistenciesis reduced when the interval between
backups is shorter.
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Related Information
Cross-version support for Data L ake backup and restore

Cross-version support for Data Lake backup and restore

Y ou can take a backup of a Data Lake that runs one version of Cloudera Runtime and restore the backup to a Data
Lake running a different version of Runtime.

Important: Depending on the target backup and restore versions, a schema update may be required for
Ranger and HMSS. For cases where a schema upgrade is required, contact Cloudera Support.

Cross-version backup and restore is supported for the following Data L ake versions:

Table 2:
Sour ce (Backup) Data L ake Runtime Target (Restore) Data L ake Runtime Schema Upgrade Required?
Version Version
7.212 7.2.15 Yes
7.212 7.2.16 Yes
7214 7.2.15 No
7.214 7.2.16 Yes
7.2.15 7.2.16 Yes
7.2.15 7.2.17 Yes
7.2.16 7.2.17 No

For these Runtime versions, cross-version backup and restore is supported for al cloud providers and all Data Lake
shapes.

Configuring and running Data Lake backups

The Data L ake provides a command line interface for managing Data L ake backup and restore operations. The system
checks to make sure there isn't another backup or restore in progress.
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e Createthe S3, ABFS, or GCS backup location before performing the backup. For Azure, the container where the
backup is stored should be in the same storage account as the Data L ake being backed up.

e Shut down principal services (see Principal services on page 49). Thiswill help avoid mismatches between
Data L ake metadata and data used by workloads and mismatches among the metadata stored in the Data L ake.

» Stop all Data Hubs attached to the Data L ake before you perform any backup or restore operations.
e Stop any Virtual Warehouses that are running.

Configuring backups for AWS:
* Apply the |AM policy for Data Lake backup to the following roles:

« DATALAKE_ADMIN_ROLE
* RANGER_AUDIT_ROLE

For more informaiton on 1AM roles, see Minimal setup for cloud storage.

In the lAM policy for Data Lake backup, be sure to replace the <BACKUP_BUCKET> variable with the
backup location used.

Note that if you plan to restore the Data L ake backup that you are taking, you must also apply arestore policy to
certain roles. For more information on restore see Configuring and running Data L ake restore on page 60.

Configuring RAZ for backup

This section applies only to RAZ-enabled AWS Data L akes. For RAZ-enabled Azure Data L akes, see the section
below.

Add aRAZ policy to alow the backups to be written to and read from the backup location.

*  Open the Ranger UlI.
e Gotothecm s3palicy list.
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e Addanew policy:

» Policy name: backup_policy
»  S3bucket: The bucket where backups will be stored
» Path: The path(s) in the bucket where backup will be written

Note: If more than one bucket will be used for backup, create a separate policy for each bucket.

TGYR L CO Access |
Policy ID E

"olicy Name * backup_policy Li] Normal
Policy Label
S3 Bucket *

% eng-sdx-daily-v2-datalake

Path * x [hreeve-raz/logs/ | | ® /hreeve-raz/backups/ m

» Add read and write permissions for the atlas, hbase, hdfs, and solr users under “ Allow Conditions.”

Select User Permissions Delegate Admin
% atlas | [ % soir | |x hdfs | | % hbase m & O

Note: If RAZ isenabled on the Data L ake, then during the backup you will see denied audit logs in Ranger
E related to the HBase user attempting to change ownership of the backup directory. These are expected and
don't include a problem with the backup.

Configuring backups for Azure;

« Verify that the following identities have the " Storage Blob Data Contributor” role on the container where the
backup is stored:

« Datalake Admin identity
* Ranger Audit Logger identity

Configuring RAZ for backup

This section applies only to RAZ-enabled Azure Data L akes. For RAZ-enabled AWS Data L akes, see the section
above.

Add aRAZ policy to allow the backups to be written to and read from the backup location.

* Open the Ranger UI.
* Gotothecm adispolicy list.
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e Addanew policy:
» Policy name: backup_policy
« Storage Account: The storage account where backups will be stored
» Storage Account Container: The container where backups will be stored
e Path: The path(s) in the bucket where backup will be written

Note: If more than one storage account or container will be used for backup, create a separate policy for each
account/container.

Policy Details:

Policy Type
poicyiD ()

Policy Name * Default: Automatic backup ) = -
Policy Label
Storage Account *
Storage Account Container *
x data | |
Relatve PN * [ jpackups P e

Description Default: Automatic backup policy

Audit Logging ﬁ

e Addread, write, list, delete, delete recursive, and move permissions for the atlas, hbase, hdfs, and solr users under
“Allow Conditions."

Select User Permissions Delegate Admin
x atas | [ soir| [x hats | [x nbase [ Read | write | Delete | Delete Recursive | Move | List [P o B

Note: If RAZ isenabled on the Data L ake, then during the backup you will see denied audit logs in Ranger
B related to the HBase user attempting to change ownership of the backup directory. These are expected and
don't include a problem with the backup.

Configuring backups for GCP:
Verify that the Ranger Audit Service account has the following required permissions:

e resourcemanager.projects.get
e resourcemanager.projects.list
» storage.buckets.get

» storage.objects.create

« storage.objects.delete

» storage.objects.get

» storage.objects.getlamPolicy
» storage.objects.list

» storage.objects.setlamPolicy
» storage.objects.update
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Note that the Ranger Audit service account permissions listed above should be granted to a custom role, not the
default Storage Object Admin role.

Y ou should also modify the scope of the Data Lake Admin and Ranger Audit service accounts to include the Backups
bucket, if the bucket is different from the main data storage bucket. For more information see Minimum setup for
cloud storage.

Run the backup

Procedure

1

2.
3.
4

Log into a computer that has connectivity to the Data L ake host.

Install the CDP CLI Client.

Switch to auser account that has the environment admin role.

Run a backup.

Use the following command to run the Data Lake backup: $ cdp datalake backup-datal ake --datal ake-name <

name> --backup-location <cloud storage

Where the options are the following:

location>

Option Example Description

--datal ake-name

finance-dl

Thisisthe name of the Data Lake as
configured in the CDP environment.
Required.

--backup-location

s3a://lacme-finance-admin-bucket/backup-a
rchiveor abfs://<container-name>@mydatala
kesan.dfs.core.windows.net/backup_01/

The fully qualified name of the S3 bucket
and object or ABFS location where the
backup operation writes files. For S3 use the
"S3a" file system protocol. Required.

--backup-name

pre-upgrade0420

An optional label that helps you identify one
backup from another. The backup name can
be used to identify a backup for restoring.

--close-db-connections | --no-close-db-
connections

Specifies whether Ranger/HM S connections
to the Data L ake should be closed or not
during the backup. If you want to take the
backup without workload downtime, use
no-close-db-connections. Using this option
means there could be changes to the Ranger/
HMS data while the backup is performed.
The connections are closed by default.

--skip-validation | --no-skip-validation

Using --skip-vaidation skips the validation
that occurs before the backup process
begins. This validation checks for required
permissions that are often the source of
backup/restore failures. See Backup and
restore for the Data Lake for more details.

--validation-only | --no-validation-only

--validation-only runs the pre-backup

and restore validation process, but does
not proceed to the actual backup/restore
operation. See Backup and restore for the
Data Lake for more details.

--skip-ranger-hms-metadata | --no-skip-
ranger-hms-metadata

Skips the backup of the databases backing
HMS/Ranger services. If thisoption is not
provided, the HM S/Ranger services are
backed up by default.

--skip-atlas-metadata | --no-skip-atlas-
metadata

Skips the backup of the Atlas metadata.
If this option is not provided, the Atlas
metadata is backed up by default.
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--skip-ranger-audits | --no-skip-ranger-audits Skips the backup of the Ranger audits. If
this option is not provided, Ranger audits are
backed up by default.

For backups, the --skip-ranger-hms-metadata and --skip-atlas-metadata flags cannot be used at the same time.
On AWS:

$ cdp dat al ake backup-dat al ake --dat al ake-nane fi nance-dl
- - backup-1 ocation s3a://acne-finance-adni n- bucket/backup-archive
- - backup- nane pre-upgrade0420

On Azure:

$ cdp dat al ake backup-dat al ake --dat al ake-nane ny-dat al ake
- - backup- 1| ocati on abfs://<contai ner-nane>@rydat al akesan. df s. core. w
i ndows. net / backup_01/

On GCP:

$ cdp dat al ake backup-dat al ake --dat al ake-nane ny-dat al ake —backup-1 ocat
i on gs://<bucket-nane>/ backup

The output of the command shows the current status of the operation. Note the internal state shows the status of
each separate backup operation. If any of theindividual backupsfail, the overall statusis failed and the backup
cannot be restored. (Line breaks added for readability.)

{
"account | d": "9d74eee4- 1cad-45d7-b654- 7ccf 9edbb73d",

"backupl d": "415927d9- 9f 7d- 4d42- 8000- 71630e5938ca",

"internal State": "{ATLAS ENTI TY_AUDI T_EVENTS TABLE=l N PROGRESS, EDGE
| NDEX_COLLECTI ON=I N_PROGRESS, DATABASE=SUCCESSFUL, FULLTEXT_| NDEX_COLLEC
TI ON=I N_PROGRESS, ATLAS JANUS TABLE=I N_PROGRESS, RANGER AUDI TS_COLLECTI O
N=I N_PROGRESS, VERTEX_| NDEX_COLLECTI ON=I N_PROGRESS} ",

"status": "I N_PROGRESS",

"start Tl me": "2021-04-20 20:10: 16. 567"

"endTl me": "2021-04-20 20: 10: 45. 341"

"backuplLocation":"s3a://acne-finance-adni n- bucket/backup- archi ve
/ backup- ar chi ve",

"backupNane": "pre-upgrade0420"

"failureReason": ""

To see the status of the backup after the initial command, see “ Checking the status of a Data L ake backup.”

Backup and restore for the Data Lake
Minimal setup for cloud storage (AWS)
Minimal setup for cloud storage (Azure)
Minimum setup for cloud storage (GCP)
Checking the status of a Data L ake backup

After configuring and running a backup of your Data L ake, you can check the status of the backup operation.
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Use the following command to see the status of a Data L ake backup:

$ cdp dat al ake backup- dat al ake- st at us
- - dat al ake- nane <name>
[ --backup-id <generat ed-| D>]
[ - - backup- nane <nanme>]
[--cli-input-json <string>]
[--generate-cli-skel eton]

where the options are the following:

--datal ake-name finance-dl Thisisthe name of the Data Lake as
configured in the CDP environment.

[--backup-id] 415927d9-9f7d-4d42-8000-71630e5938ca The system-generated ID for the backup. If
you don't know the ID or name for the backup,
run the list-datal ake-backups command to see
the available backups.

If neither an ID or anameis provided, the
command shows the status of the most recent
backup operation.

[--backup-name] pre-upgrade0420 The user-provided name for the backup. If you
don't know the name or 1D for the backup, run
the list-datal ake-backups command to see the
available backups.

If neither an ID or anameis provided, the
command shows the status of the most recent
backup operation.

--cli-input-json <string> Performs service operation based on the JSON
string provided. The JSON string follows the
format provided by --generate-cli-skeleton. If
other arguments are provided on the command
line, the CLI values will override the JSON-
provided values.

--generate-cli-skeleton Prints a sample JSON configuration file to
standard output. If thisargument is specified,
only the template is produced: the list-backup
command does not run.

For example:

$ cdp dat al ake backup- dat al ake- st at us
- - dat al ake- nane finance-dl --backup-id
415927d9- 9f 7d- 4d42- 8000- 71630e5938ca

The output of the command shows the current status of the backup operation. Note the internal state shows the status
of each separate backup operation. If any of the individual backupsfail, the overall statusis failed and the backup
cannot be restored.

{
"account | d": "9d74eee4- 1cad-45d7-b654- 7ccf 9edbb73d",

"userCrn": "crn:altus:iamus-west-1:9d74eee4- 1cad-45d7-b654-7ccf9
edbb73d: user: c44ach2c- 625b- 410c- a46¢c- 8db204de4d92",

"internal State": "{ATLAS ENTI TY_AUDI T_EVENTS TABLE=SUCCESSFUL, EDGE_| ND
EX COLLECTI ON=SUCCESSFUL, DATABASE=SUCCESSFUL, FULLTEXT | NDEX COLLECTI ON=SUC
CESSFUL, ATLAS JANUS TABLE=SUCCESSFUL, RANGER AUDI TS COLLECTI ON=SUCCESSFUL,
VERTEX_| NDEX_COLLECTI ON=SUCCESSFUL} ",

"status": "SUCCESSFUL",
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"start Tl me": "2021-04-20 20:10: 16. 567"

"endTl ne": "2021-04-20 20:32:22.012"

"backupLocation": "s3a://acne-finance-adni n- bucket/backup-archive
/ backup- ar chi ve",

"backupNane": "pre-upgrade0420"

"failureReason": ""

Use the following command to show all Data Lake backups in a given storage location:

$ cdp datal ake |i st-datal ake- backups
- - dat al ake- name <nanme>
[--cli-input-json <string>]
[--generate-cli-skel eton]

where the options are the following:

--datalake-name <name> finance-dl Thisisthe name of the Data Lake as
configured in the CDP environment.

--cli-input-json <string> Performs service operation based on the JSON
string provided. The JSON string follows the
format provided by --generate-cli-skeleton.

If other arguments are provided on the
command line, the CLI values will override
the JSON-provided values.

--generate-cli-skeleton Prints a sample JSON configuration file to
standard output. If thisargument is specified,
only the template is produced: the list-backup
command does not run.

For example:

$ cdp datal ake |i st-dat al ake- backups
- - dat al ake-nane fi nance-dl

The output of the command shows the metadata for all backups stored for this Data Lake. Note that if abackup is
listed with status failed, it cannot be restored.

{
"account | d": "9d74eee4- 1cad-45d7-b654- 7ccf 9edbb73d",

"userCrn": "crn:altus:iamus-west-1:9d74eee4- 1cad-45d7- b654- 7ccf 9
edbb73d: user: c44ac52c- 625b-410c- a46¢c- 8db204de4d92"
"backupl d": " 415927d9 9f 7d- 4d42- 8000- 71630e5938ca",

"internal State": "{ATLAS ENTI TY_AUDI T_EVENTS TABLE—SUCCESSFUL EDGE_| ND
EX_COLLECTI O\J=SUCCESSFUL DATABASE=SUCCESSFUL, FULLTEXT | NDEX_COLLECTI ON=SUC
CESSFUL, ATLAS JANUS TABLE=SUCCESSFUL, RANGER AUDI TS_COLLECTI ON=SUCCESSFUL,
VERTEX_| NDEX_COLLECTI ON=SUCCESSFUL} "

"status": "SUCCESSFUL",

"start Tl me": "2021-04-20 20:10: 16. 567"

"endTl ne": "2021-04-20 20: 32:22.012"

"backuplLocation": "s3a://acne-finance-adni n- bucket/backup-archive
/ backup- ar chi ve",

"backupNane": "pre-upgrade0420"

"failureReason": "null"

o

"account | d": "9d74eee4- 1cad-45d7-b654- 7ccf 9edbb73d",
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"userCrn": "crn:altus:iamus-west-1:9d74eee4- 1cad-45d7-b654-7ccf9
edbb73d: user: c44ach2c- 625b-410c- a46¢- 8db204de4d92",

"backupl d": " 6543de7d- 8d22- 23e4-9123-54375ec123b4",

"internal State": "{ATLAS ENTITY_AUDI T_EVENTS TABLE=SUCCESSFUL, EDGE | NDE

X _COLLECTI O\I:SUCCESSFUL DATABASE=SUCCESSFUL, FULLTEXT | NDEX_COLLECTI ON=SUCC
ESSFUL, ATLAS JANUS TABLE=SUCCESSFUL, RANGER AUDI TS COLLECTI ON=SUCCESSFUL, V
ERTEX_| NDEX_COLLECTI ONESUCCESSFUL} ™

"status": "SUCCESSFUL",

"start TIlnme": "2021-04-19 20:09: 41. 341"

"endTl ne": "2021-04-19 20:28:22.822"

"backupLocation":"s3a://acne-finance-adm n-bucket/backup-archive
/ backup- ar chi ve",

"backupNane" :

"failureReason": "null"

Possible issues with Data L ake backups and suggested resolutions.

This probably caused by a network or process timeout issue. If this doesn't resolve itself after afew minutes, check
the messages at the environment and Data L ake levels to make sure there's not some larger issue happening.

This happens when the HBase service is not running. Check the HBase service page in Cloudera Manager to resolve
any problems and restart the service.

"failureReason”": "[Unable to get user data from UVMS for CRN crn:altus:iamus
-west - 1: 7d24t i n4- 1ced- 47d2- v375- 8ccf 3ndj j 71d: user: 7e4e753v- 8n6t - 4bj 6- 490p- g6
0894bc063y] "

This error appears when the user is not authorized to start a backup. The user needs to be an environment admin role.
(Go to User Management in the Management Consol€)

Disposition: / Status:
CDPSDX-1995

(cdpclienv) [Wed Jun 3 16:32:27 CDT 2020 - smith@mth-7681-nbpl5:/ Users/sm
ith/git]$cdp datal ake backup-dat al ake --datal ake-nane snmith-dr-7 --backup-|I
ocation hdfs://smth-dr-7-nmaster0.smth. xcu2-8y8x. dev. cl dr. work: 8020/ sm t hba
ck --backup-nane "smth-test-7-6"
{

"account | d": "7d24tin4-1ced-47d2-v375-8ccf3ndjj 71d",

"backupld": "32732sa2- 1¢c95- 4e33- a957- 16d7f b645807",

"internal State": "{ATLAS ENTI TY_AUDI T_EVENTS_ TABLE=I N_PROGRESS, EDGE_I N
DEX_COLLECTI ON=I N_ PROGRESS DATABASE=SUCCESSFUL, FULLTEXT | NDEX_COLLECTI ON=I
N_PROGRESS, ATLAS JANUS TABLE=I N_PROGRESS, RANGER AUDI TS_COLLECTI ON=I N_PROGR
ESS, VERTEX_| NDEX_COLLECI TON=I N_PROGRESS} "

"status": "|N_PROGRESS",

"startTi rre": "2020- 06- 04 14: 35: 38. 195",
"endTine": "Thu Jun 04 14:35:47 GJI 2020",
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"backupLocation": "hdfs://snmith-dr-7-master0. smth.xcu2-8y8x. dev. cl dr.wo
rk: 8020/ smi t hback/ ",

"failureReason": "'

}

(cdpclienv) [Thu Jun 4 09:35:47 CDT 2020 - smith@m th-7681-nmbpl5:/ Users/
smth/git] $cdp dat al ake backup-dat al ake-status --datal ake-name smth-dr-7
- - backup-nanme "smith-test-7-6"

{

"account | d": "7d24tin4-1ced-47d2-v375-8ccf3ndjj 71d"

"userCrn": "crn:altus:iamus-west-1:7d24ti n4-1ced-47d2-v375-8ccf3ndjj7
1d: user: 7e4e753v- 8n6t - 4bj 6- 490p- g60894bc063y",

"internal State": "{ATLAS ENTI TY_AUDI T_EVENTS TABLE=SUCCESSFUL, EDGE |
NDEX_COLLECTI ON=SUCCESSFUL, FULLTEXT_| NDEX_COLLECTI ON=SUCCESSFUL, DATABASE=S
UCCESSFUL, RANGER_AUDI TS_COLLECTI ON=FAI LED, ATLAS_JANUS TABLE=SUCCESSFUL, VE
RTEX_| NDEX_COLLECI TON=SUCCESSFUL} ",

"status": "FAILED',

"startTi me": "2020-06-04 14: 35: 38. 195"

"endTi nme": "2020-06-04 14: 35:58. 833"

"backupLocation": "hdfs://snith-dr-7-master0.smith. xcu2-8y8x. dev. cl dr
wor k: 8020/ smi t hback/ ",

"failureReason": "Failed to backup core=ranger_audits _shardl replica_
n21 because org. apache.solr.core. SolrCorelnitializati onException: SolrCore '
ranger _audits_shardl_replica_n2l1l" is not available due to init failure: org.
apache. hadoop. i pc. Renot eExcept i on(or g. apache. hadoop. i pc. Retri abl eExcepti on):

NameNode still not started\n\tat org.apache. hadoop. hdfs. server. nanenode. Nam
eNodeRpcServer. checkNNSt art up( NanmeNodeRpcSer ver . j ava: 2239)\ n\tat org. apache.
hadoop. hdf s. server. nanenode. NaneNodeRpcSer ver . set Saf eMbde( NanmeNodeRpc Ser ver
java: 1225)\ n\tat org. apache. hadoop. hdf s. prot ocol PB. O i ent NanenodePr ot ocol Ser
ver Si deTr ansl at or PB. set Saf eMbde( C i ent NanmenodePr ot ocol Server Si deTr ansl| at or PB
.java: 853)\n\tat org. apache. hadoop. hdfs. prot ocol . prot o. C i ent NanenodePr ot oco
| Prot 0s$C i ent NanenodePr ot ocol $2. cal | Bl ocki ngMet hod( Cl i ent NamenodePr ot ocol Pr
otos.java)\n\tat org.apache. hadoop.i pc. Prot obuf RpcEngi ne$Ser ver $Pr ot oBuf Rpcl
nvoker. cal | ( Pr ot obuf RpcEngi ne. j ava: 528)\ n\tat org. apache. hadoop. i pc. RPC$Ser v
er.call (RPC. java: 1070)\ n\tat org. apache. hadoop. i pc. Server $RpcCal | . run( Ser ver
.java: 984)\n\tat org.apache. hadoop. i pc. Server$RpcCal | . run(Server.java: 912)\n
\tat java.security.AccessController.doPrivil eged(Native Method)\n\tat javax.
security. aut h. Subj ect. doAs( Subj ect . j ava: 422)\ n\tat org. apache. hadoop. securit
y. User G oupl nf or mat i on. doAs( User G oupl nf or mati on. j ava: 1876)\ n\tat org. apache
. hadoop. i pc. Server $Handl er . run( Server . j ava: 2882)\ n"

When the Data Lake is shut down and then restarted, sometimes the Solr service starts incorrectly, causing backups
and restoreto fail.

Toresolve, restart Solr service after the Data Lake is started.

These error messages can be caused by either a permissions issue (the Data L ake/environment does not have accessto
the bucket), or you have designated a bucket that does not exist.

If you receive this error and you are attempting a backup on Runtime version 7.2.0 or earlier, then backup and restore
operations are not supported on your current version.

Data L ake restore replaces the Data L ake data content: the metadata managed by each of the Data L ake services.
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Y ou may need to restore a Data L ake backup when:

* Youare migrating Data L ake content to a new environment.
e A Datal akerepair fails.

* You need to delete and re-create a Data L ake.

e Anupgrade fails or needs to be rolled back.

The Data L ake restore removes existing data stores and recreates them from the specified backup. Thisincludes
dropping database tables, dropping HBase tables, and deleting Solr collections.

Note: When using the Data L ake backup and restore system, you should avoid using backups from other

IE sources: the backup operation minimizes inconsistencies among service metadata. If datais restored from
other sources such as an independent database backup, the restore operation can't guarantee consistency
across the Data Lake metadata.

The system checks to make sure there isn't another backup or restore in progress.

There is downtime when a Data L ake restore is performed, as some Data Lake services will be stopped. Additionally,
access to the HM S/Ranger databases will be blocked for the duration of the restore. Do not attempt to run workloads
when you are running Data L ake restore.

For AWS:
* Apply thelAM policy for Data Lake restore to the following roles:

« DATALAKE_ADMIN_ROLE
* RANGER_AUDIT_ROLE
« LOG_ROLE

For more informaiton on IAM roles, see Minimal setup for cloud storage.

Inthe lAM policy for Data Lake restore, be sure to replace the <your-backup-bucket> variable with the
backup location used.

For Azure:

« Verify that the following identities have the " Storage Blob Data Contributor” role on the container where the
backup is stored:

« DatalLake Admin identity
* Ranger Audit Logger identity

For GCP:
Verify that the Logger Service account has the following required permissions:

» storage.buckets.get
» storage.objects.create
» storage.objects.get
» storage.objects.list

Verify that the Ranger Audit Service account has the following required permissions:

* resourcemanager.projects.get
e resourcemanager.projects.list
» storage.buckets.get
» storage.objects.get
» storage.objects.getlamPolicy
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Note that the Ranger Audit service account permissions listed above should be granted to a custom role, not the
default Storage Object Admin role.

Note: It ishighly recommended to use the same data bucket (AWS and GCP)/storage account/contai ner
E (Azure) and IAM roles/identities in the new environment where the metadata is restored.

If you want to use a different data bucket (AWS and GCP)/storage account/container (Azure) along with [AM
Roleg/Identities, additional steps are required:

¢ Make surethe |AM Role/ldentities used in the new environment have read/write permissions on the data
location used in the older environment, as well as the backup location.

« |If adifferent data bucket (AWS and GCP)/storage account/container (Azure) is used, understand that
the new datawill be stored in the new location provided and the existing data would still be in the older
location, causing the data to be distributed in two different locations. This may not be desirable.

For Cloudera Data Warehouse:

If you are a CDW user restoring a Data L ake to a new environment, perform the following steps from the CDW Ul
before running a Data L ake restore:

1. Record details of your Database Catalogs and Virtual Warehouses, such as:

*  Number of Virtual Warehouses associated with each Database Catalog and their names
» Configurations associated with each Virtual Warehouse and Database Catalog, especially the configurations
which were customized

These configurations are not backed up and restored during the Data L ake backup and restore process. When you
activate CDW again in the new CDP environment, you must re-apply the CDW configurations.

2. Delete existing Virtual Warehouses and user-created Database Catal ogs associated with your CDW environment.
The meta-data for the Virtual Warehouses associated with the default Database Catalog are preserved. The data
for your tables would be preserved, as long as the cloud storage locations like S3 buckets are intact.

3. Deactivate the CDW environment, which deletes the default Database Catal og.

After you perform the Data L ake restore, you can activate the CDW environment from the CDW Ul and re-create any
Virtual Warehouses.

Important considerations regarding CDW metadata and data after Data L ake restore:
For Virtual warehouses associated with Default Database Catal og:

* Metadata like databases, tables and views will be restored.

» Dataassociated with existing tables would be visible as long as the cloud storage locations, such as objectsin S3
buckets, were not deleted/modified after steps 2 and 3 above.

e Query historys and saved queriesin Hue or DAS would not be visible.

« Any customizationsto Virtual Warehouse or Database Catal og configurations are not retained after restore.

* TheHive/lmpala Runtime version in the Virtual Warehouse and Database Catalog would be the latest inline with
the corresponding CDW version.

For Virtual warehouses associated with a non-default Database Catalog:
* No metadata or data would be restored/visible.

Internal Ranger users password reset
Disposition: / Status:
CDPSDX-2415

As part of the restore operation, the RDS database will be restored unlessit is specifically excluded. Note that the
passwords for internal Ranger users (admin, keyadmin, etc.) are stored in RDS. When the RDS database is restored,
it will replace the passwords for all internal Ranger users with the password for that user that was saved when the
backup was originally done. This does not impact users that log into Ranger via SSO.

The user accounts impacted include, but are not limited to:

e admin user
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keyadmin user
tagsync user
usersync user

After arestore, a user with Ranger admin access can log into the Ranger Ul to update the passwords of these usersif
desired.

Important: Because the admin user isimpacted by this behavior, at least one SSO account on the Data
Lake being restored to should have Ranger administrative access, to prevent a potential |oss of administrative
access if for some reason the admin user's password is not known after the restore.

Procedure

1. Switch to a user account with environment admin role.
2. Restore the backup.

Use the following command to restore a Data L ake backup:

$ cdp dat al ake restore-datal ake --datal ake-nane <nanme>

where the options are the following:

Option Example Description

--datalake-name

finance-dl

Name of the Data L ake as configured in the
CDP environment. Required.

--backup-id

415927d9-9f7d-4d42-8000-71630e5938ca

System-generated |D for the backup. If you
don't know the ID, run the list-datal ake-
backups command to see the IDs.

If neither an ID nor backup nameis
provided, the command restores the most
recent successful backup operation.

If both an ID and a backup name are
provided and don't refer to the same backup,
the backup specified by the ID is used.

--backup-name

User-supplied name for the backup. If a
backup ID is provided, the backup nameis
not needed.

--include-database | --no-include-database

TRUE

DEPRECATED. The database is included
in the restore by default. To skip it, use the—
skip-database flag.

--skip-ranger-hms-metadata | --no-skip-
ranger-hms-metadata

Skips the restore of the databases backing
HMS/Ranger services. If thisoption is not
provided, then by default the Atlas lineage
will be restored if the backup used includes
the Atlas lineage information.

--skip-atlas-metadata | --no-skip-atlas-
metadata

Skips the restore of the Atlas metadata. If
this option is not provided, then by default
the Atlas metadata will be restored if the
backup used includes the Atlas metadata.

--skip-ranger-audits | --no-skip-ranger-audits

Skips the restore of the Ranger audits. If this
option is not provided, then by default the
Ranger audits will be restored if the backup
used includes the Ranger audits.

--skip-validation | --no-skip-validation

Using --skip-validation skips the validation
that occurs before the backup process
begins. This validation checks for required
permissions that are often the source of
backup/restore failures. See Backup and
restore for the Data Lake for more details.
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--vaidation-only | --no-validation-only --validation-only runs the pre-backup
and restore validation process, but does
not proceed to the actual backup/restore
operation. Backup and restore for the Data

Lake
--backup-location-override s3a//acme-finance-admin-bucket/backup- Backup location. When provided, will be
archive /backup-archive used to lookup the backup. If provided, the —

backup-id parameter is required.

$ cdp dat al ake restore-datal ake

- - dat al ake-nane finance-dl

--backup-id 415927d9- 9f 7d- 4d42- 8000- 71630e5938ca

- - backup- nane <val ue>]

- - no- ski p-ranger - hns- net adat a

--no-ski p-atl as- net adat a

--no-ski p-ranger-audits

- -backup- | ocati on-overri de s3a://acne-fi nance-adm n-bucket/backup-archi ve
/ backup- ar chi ve

The output of the command shows the current status of the operation. Note the internal state shows the status of
each separate restore operation. If any of the individual restore operationsfail, the overall statusis failed and the
restoration is stopped (not transactional). If this happens, review and correct the failure and run the restore again.

{

"account | d": "8g49gj u4-4has-97h7-b391-7jre9edved7n",

"restoreld": "f0gq74h7-3b13-477a-b07c-cb74v211b81ic",

"backup-id": 415927d9-9f 7d- 4d42- 8000- 71630e5938ca",

"internal State": "{ATLAS_ENTI TY_AUDI T_EVENTS_TABLE=I N_PROGRESS, EDGE

| NDEX_CCLLECTI ON=I N PROGRESS, FULLTEXT_| NDEX_COLLECTI ON=I N_PROGRESS, ED

GE_| NDEX_COLLECTI ON_DELETE=I N_PROGRESS, VERTEX_| NDEX_COLLECI TON_DELETE=I
N_PROGRESS, RANGER AUDI TS COLLECTI ON_DELETE=I N_PROGRESS, ATLAS JANUS TAB
LE=I N_PROGRESS, RANGER AUDI TS _COLLECTI ON=I N_PROGRESS, VERTEX_ | NDEX_COLLE
Cl TON=I N_PROGRESS, FULLTEXT_| NDEX_COLLECTI ON_DELETE=I N_PROGRESS} "

"status": "I N_PROGRESS",
"startTlnme": "2021-04-21 10: 30: 01. 022"
n endTI rTElI : noun

"backupLocation":"s3a://acme-finance-adn n- bucket/backup-archive
/ backup- ar chi ve",

"failureReason": "null"

To see the status of the backup after the initial command, see Checking the status of a Data Lake backup.

Backup and restore for the Data L ake
Minimal setup for cloud storage (AWS)
Minimal setup for cloud storage (Azure)

How to check the status of a Data L ake restore operation.



https://docs-dev.cloudera.com/cdp-public-cloud/cloud/requirements-aws/topics/mc-idbroker-minimum-setup.html
https://docs-dev.cloudera.com/cdp-public-cloud/cloud/requirements-azure/topics/mc-az-minimal-setup-for-cloud-storage.html

CDP Public Cloud Management Console

Use the following command to see the status of a Data L ake restore:

$ cdp dat al ake restore-datal ake- st at us
- - dat al ake- nane <nane>
[--cli-input-json <string>]
[--generate-cli-skel eton]

where the options are the following:

Option Example Description

--datalake-name finance-dl Thisisthe name of the Data Lake as
configured in the CDP environment.

[--restore-id] f0da74a9-3b22-477a-b07c-ch69b211b81c ID for a specific restore, as reported in the
output of the original restore command. If
arestore ID is not specified, the command
returns the status of the most recent restore
operation.

--cli-input-json <string> Performs service operation based on the JSON
string provided. The JSON string follows the
format provided by --generate-cli-skeleton.

If other arguments are provided on the
command line, the CLI values will override
the JSON-provided values.

--generate-cli-skeleton Prints a sample JSON configuration file to
standard output. If thisargument is specified,
only the template is produced: the list-backup
command does not run.

For example:

$ cdp dat al ake restore-datal ake- st at us
- - dat al ake- nane fi nance-dl

The output of the command shows the current status of the restore operation. Note the internal state shows the status
of each separate backup operation. If any of the individual restore operations fail, the overall status isfailed and the
restoration is aborted. Note that the internal restore status lists operations for deleting the existing Solr collectionsin
addition to the operations to restore the backed up collections.

{

"account | d": "8y63i dy3-2ygn-98h6-j 630- 7ui e9r enq93e",

"restoreld": "fOda74a9-3b22-477a-b07c-ch69b211b81c",

"backup-id": 415927d9- 9f 7d- 4d42- 8000- 71630e5938ca",

"userCrn": "crn:altus:iamus-west-1:8y63i dy3-2ygn-98h6-j 630- 7ui e9r enq93e
:user: c87db52v- 639m 613g-j 94w 8hy944hn4i 64",

"internal State": "{ATLAS ENTI TY_AUDI T_EVENTS TABLE=SUCCESSFUL, EDGE_| ND
EX_COLLECTI ON=SUCCESSFUL, FULLTEXT | NDEX COLLECTI ON=SUCCESSFUL, EDGE_| NDEX C
OLLECTI ON_DELETE=SUCCESSFUL, VERTEX | NDEX COLLECI TON_DELETE=SUCCESSFUL, RANG
ER_AUDI TS_COLLECTI ON_DELETE=SUCCESSFUL, ATLAS JANUS TABLE=SUCCESSFUL, RANGER
_AUDI TS_COLLECTI ON=SUCCESSFUL, VERTEX_ | NDEX_ COLLECI TON=SUCCESSFUL, FULLTEXT _
| NDEX_CCOLLECTI ON_DELETE=SUCCESSFUL} ",

"status": "SUCCESSFUL",

"start Tl me": "2021-04-21 10:30: 01. 022"

"endTlI me": "2021-04-21 11:22:22.055"

"backuplLocation": "s3a://acne-finance-adni n- bucket/backup-archive
/ backup- ar chi ve",

"backupNane": "pre-upgrade0420"

"failureReason": "null"
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Y ou can restore a Data L ake backup from anon-RAZ Data Laketo aRAZ DataLake, or from aRAZ DatalLaketo a
different RAZ Data Lake.

For best results, it's recommended to use the same Storage L ocation Base, Logs Location Base, and Backup Location
Base between the source Data Lake and the destination RAZ Data Lake. After the restore, the Ranger policies will be
replaced with the policies from the original Data Lake. This means that if the Storage L ocation Base, Log Location
Base, and/or Backup Location Base are different between the source Data L ake and the destination Data L ake, the
restored Ranger policies will reference the locations from the source Data L ake.

» If youintend to use the locations from the source Data L ake, make sure the roles associated with the destination
RAZ Data L ake have sufficient permissions to access the original storage locations.

« |f youintend to use the destination RAZ Data L ake locations, the Ranger policies (cm_s3 for AWS, cm_adls for
Azure) will need to be updated to reference the correct storage locations after the restore.

Add a Ranger policy to allow the backups to be read from the original backup location. For the restore operation,
only write permissions are not required. This must be done on both the original source Data L ake before the backup is
taken, and on the RAZ destination Data L ake before the restore is done.

AWS
On the source Data L ake:

1. Open the Ranger Ul.
2. Gotothecm_s3 palicy list.
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3. Add anew policy:

a. Policy name: restore to raz
b. S3 bucket: The bucket where the original backups were written
¢. Path: The path in the bucket where the original backups were written

Policy Type (22D

Policy Name *
y restore to raz i)

Policy Label
53 Bucket * —
x original-backup-bucket
Path * » /hreeve-dl/backups/

4. Add read permissions for the atlas, hbase, hdfs, and solr users under “ Allow Conditions’.

Select User Permissions Delegate Admin
% atlas | [% hbase | |x hdfs | | % soIr & (]}

5. Repeat steps on the destination Data L ake.
Azure

Note: The source Data Lake and destination Data Lake must be configured to use the same Storage Account for the
Log, Storage, and Backup L ocation Bases. They do not have to be configured to use the same Storage Container.

On the source Data L ake:

1. Open the Ranger Ul.
2. Gotothecm adlspolicy list.
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3. Add anew policy:

a. Policy name: restore to raz

b. Storage Account: The storage account where backups will be stored.

c. Storage Account Container: The container where backups will be stored.
d. Path: The path(s) in the bucket where backup will be written.

Note: If more than one storage container will be used for backup, create a separate policy for each container.

policy Type ()
Policy ID m
Policy Name * restore 1o raz o Normal

Policy Label

Storage Account *
* mysan

Storage Account Container * — -
» originalbackupcontainer

Relative Path * x /backups m

Description

Audit Logging .m

4. Addread and list permissions for the atlas, hbase, hdfs, and solr users under “Allow Conditions.”

Select User Permissions Delegate Admin
x atlas | | % hdfs | | % hbase | | x solr m r. O

5. Repest steps on the destination Data L ake.

After you prepare the Data L akes, see Configure backups for a Data L ake for instructions on running the backup.

After you take the Data L ake backup, see Restore Data L ake content for instructions on running the restore. Use the
backup-id from the backup taken in the previous step.

If the Storage L ocation Base, Logs Location Base, and Backup L ocations Base are the same between the source Data
Lake and the destination Data L ake, this section can be skipped.

68


https://docs-dev.cloudera.com/management-console/cloud/data-lakes/topics/mc-data-lake-dr-configure-backups-for-data-lake.html
https://docs-dev.cloudera.com/management-console/cloud/data-lakes/topics/mc-data-lake-dr-restore-dl-content.html

CDP Public Cloud Management Console Backup and restore for the Data Lake

After the restore, the Ranger policies will be replaced with the policies from the original Data Lake. This means that
if the Storage L ocation Base, Log L ocation Base, and/or Backup Location Base are different between the original
Data L ake and the RAZ Data L ake, the restored Ranger policies will reference the locations from the original Data
Lake.

« If youintend to use the locations from the original Data L ake, make sure the roles associated with the RAZ Data
Lake have sufficient permissions to access the original storage locations.

» If intending to use the RAZ Data Lake locations, the Ranger policies (cm_s3 for AWS, cm_adisfor Azure) will
need to be updated to reference the correct storage locations after the restore.

Possible issues with Data L ake restore and suggested resolutions.

The most likely errorsin restoring data from backup isthat a serviceisin a state that isincompatible with the restore.
Principal services (see Principal services on page 49) must be stopped before running the restore. Dependent
services (see Dependent services on page 49) must be running to allow the restore to recreate their data. The

restore checks the status of the principal services; however, if one of the dependent servicesis stopped and cannot be
accessed to perform the restore operation, the restore operation will fail.

Disposition: / Status:
CDPSDX-2430

If the principal services are running on the datal ake during a restore operation, restore will fail with the following
error message:

{

"account | d": "8y63i dy3-2ygn-98h6-j 630- 7ui e9r enq93e",

"restoreld": "7c5c92c7-e3d3-408c-b18f-03bcfe0c9369",

"backupl d": "003b9882- e2f a- 4f cc- ae8f - 528del76c668",

"userCrn": "crn:altus:iamus-west-1:8y63i dy3-2ygn-98h6-j 630- 7ui e9r enq93e
;user: c87db52v- 639m 613g-j 94w 8hy944hn4di 64",

"internal State": "{ATLAS _ENTI TY_AUDI T_EVENTS TABLE=SUCCESSFUL, EDGE_| ND
EX_COLLECTI ON=SUCCESSFUL, DATABASE=FAI LED, FULLTEXT_| NDEX_ COLLECTI ON=SUCCESS
FUL, EDGE_| NDEX COLLECTI ON_DELETE=SUCCESSFUL, VERTEX_ | NDEX COLLECI TON DELETE
=SUCCESSFUL, RANGER_AUDI TS COLLECTI ON_DELETE=SUCCESSFUL, RANGER AUDI TS COLLE
CTI ON=SUCCESSFUL, ATLAS JANUS TABLE=SUCCESSFUL, VERTEX | NDEX COLLECI TON=SUCC
ESSFUL, FULLTEXT | NDEX_COLLECTI ON_DELETE=SUCCESSFUL}",

"status": "FAILED',

"startTi me": "2020-08-28 18:27:54. 11",

"endTi ne": "2020-08-28 18:29:55. 507",

"backupLocation": "s3a://eng-sdx-daily-datal ake/ snith-br-1/backup_01/",

"failureReason": "[Datal ake database restore failed.]"

}

To correct this scenario, stop the principal services and re-run the restore-datal ake operation.

Disposition: / Status:
CDPSDX-2417

If the restore operation fails, the Data L ake will be rendered inoperable. A restore-datal ake operation must be re-run
and complete successfully for the Data Lake to re-gain functionality
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Related Information
Backup and restore for the Data L ake

Data Lake resizing

Data Lakeresizing is the process of scaling up alight duty or medium duty Data L ake to the medium duty or
enterprise form factor, which have greater resiliency than light duty and can service alarger number of clients. You
can trigger theresize in the CDP Ul or through the CDP CLI. As part of Data Lake resizing via CDP CL1, you can
also resize from single-AZ to multi-AZ.

Overview

During atypical Data L ake scaling operation, the metadata maintained in the Data L ake services is automatically
backed up, a new enterprise or medium duty Data Lake is created within the environment, and the Data L ake
metadata is automatically restored to the new enterprise or medium duty Data L ake.

As part of the Data Lake resizing, you can optionally resize an existing single availability zone (single-AZ) Data Lake
to amultiple availability zone (multi-AZ) Data Lake. To resize your Data Lake from single to multi-AZ, add the --m
ulti-az flag to the Data L ake resize command.

Supportability matrix
Thefollowing table illustrates your Data L ake resizing options:

Source Target Supported?

Runtime version Scale Deployment Scale Deployment

7.2.16 and prior Light SingleAZ Medium SingleAZ Yes
7.2.16 and prior Light SingleAZ Medium MultiAZ Yes
7.2.16 and prior Light SingleAZ Enterprise Any No
7.2.16 and prior Medium Any Enterprise Any No
7.2.17+ Light SingleAZ Medium Any No
7.217+ Light/Medium SingleAZ Enterprise SingleAZ Yes
7.217+ Light/Medium SingleAZ Enterprise MultiAZ Yes
7.2.17+ Medium MultiAZ Enterprise SingleAZ No
7.2.17+ Medium MultiAZ Enterprise MultiAZ Yes

E Note:
Note that:

¢ Resizing isonly supported for Cloudera Runtime versions 7.2.7 and above, because medium duty Data
Lakes are not supported for earlier versions.

¢ Resizing from alight or medium duty Data L ake to an enterprise Data Lake is supported only for Data
Lakes on Runtime versions 7.2.17 and above, because enterprise Data L akes are supported only on
Runtime versions 7.2.17+.

¢ On Runtime versions 7.2.17 and above, you can only resize to an enterprise Data L ake, because medium
duty Data Lakes were deprecated in Runtime 7.2.17.

* If you need to resize alight duty Data Lake on Runtime 7.2.16 or earlier, it can only beresized to a
medium duty Data L ake.
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Note:
E RAZ-enabled Data L akes are currently eligible for automatic restore during a resizing operation only if you

areresizing:

«  An AWS Data Lake on Cloudera Runtime version 7.2.15+
¢ An Azure Data Lake on Cloudera Runtime version 7.2.16+

For older Runtime versions, the Data L ake will be automatically backed up, but must be manually restored
after theresizing is complete. If RAZ isin use on a Runtime version that isineligible for automatic restore,
before you start the Data L ake backup, make sure that the appropriate Ranger policy exists with access to the
backup location in the cloud. See instructions for manually restoring a RAZ-enabled Data L ake here.

Resizing a Data Lake is supported with all data services.

Before you begin, note the following:

The resizing operation requires an outage and should be performed during a maintenance window. No metadata
changes may occur during the resizing, as these changes will no longer be present once the resizing operation
completes (the previously backed up metadata is being restored). Suspend any operations that may result in any
SDX metadata change during the resizing operation.

Data Hub clusters should be stopped before the resizing operation begins. For any cluster that cannot be stopped,
stop al of the services on the Data Hub through the Cloudera Manager Ul.

With CDF 2.0 or lower, some flows must be re-created after aresizing operation.

Disposition: / Status:

CB-24993 CM customizations

Cloudera Manager configurations are not retained when a Data L ake is resized (they are lost when anew Data
Lake cluster is created as part of backup and restore operation). Therefore, prior to performing aresize you should
note all the custom Cloudera Manager configurations of your Data L ake and then once the resizing operation is
completed, reapply them.

Disposition: / Status:
DOCS-20058 Document alimitation that will be removed in Ch. 2.83

If aData Lake has been vertically scaled, the following limitations apply:

« |f DatalLake VM instances are vertically scaled using runbooks or viavertical scaling, they will return to
default types after resizing.

« |f DataLake storage disks are vertically scaled using runbooks or viavertical scaling, they will return to
default sizes after resizing.

 |f the storage and/or image type of the remote database are resized using the cloud provider console, they will
fall back to defaults after resizing.

Asaworkaround, you should perform vertical scaling after the resize is performed.

Disposition: / Status:

CB-24993 Added this limitation based on feedback

If resizing from Medium Duty to Enterprise Data Lake, you must be on Runtime 7.2.17 before attempting the
resize.

If you would like to resize an existing single availability zone (single-AZ) Data Lake to a multiple availability
zone (multi-AZ) Data Lake, the following limitations apply:

e TheAZ resizing functionality is currently available for AWS only, as CDP does not yet support multi-AZ for
Azure and GCP.

» Existing Data Hubs attached to the Data Lake are not resized to multi-AZ as part of the Data Lakeresizing
process.

* Thesingleto multi-AZ resizing is only available when resizing a Data Lake via CDP CLI. The single-AZ to
multi-AZ resizing is not available via the Data L ake resizing option in the CDP web interface.
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Prior to resizing the Data L ake, ensure that the following are in place:

1. The Data Lake must be running to perform the resizing operation.

2. For RAZ-enabled Data L akes, update the appropriate Ranger policy to give the backup and restore feature
permission to access the backup location in the cloud. See instructions for configuring RAZ for backup here.

3. Make surethat Atlasis up to date and has processed all the lineage datain Kafka. To do this, follow the steps
in Checking that Atlasis up-to-date. If Atlasis not up to date, lineage/audit information in Kafkathat is not
processed by Atlas will be lost.

4. If you are using CDW, you must upgrade to version 1.4.1 or higher before you can resize the Data L ake.
Determine the CDW version you are on by clicking edit on the environment:

CLOUDZ=RA .
Data Warehouse Overview

(9 Overview Database Catalog Real Time Event Store
B Database Catalogs < Environments | 16 $ Q <« Database Catalogs | 7 s Q +
o Virtual Warehouses .
e O o
H

111 Data Visualization R ®

Show Kubeconfig
#» Real Time Event Store Analy... 1; Open Grafana

Upgrade 9 25 1 sDX

CLOUDERA . )
Data Warehouse Environment Details

@ e ENVIRONMENT Name: sup-sb-aw-env (ID: env-q26pjl)
@ SO STATUS VERSION CREATED BY DATABASE CATALOGS VIRTUAL WAREHOUSES
e Virtual Warehouses Running| 1.4.3-b225 1 o
111 Data Visualization
GENERAL DETAILS CONFIGURATIONS ALERT SETTINGS

@» Real Time Event Store Analy...

5. If you are using CDW, stop the virtual warehouses and data catal ogs associated with the environment.
6. If you are using CDE, do one of the following:

a. Upgradeto CDE 1.15, or
b. Create new service.

1. Takeabackup of your jobs following Backing up Cloudera Data Engineering jobs.

2. Create anew DE service and virtual cluster.

3. Restorethejobs following the instructions in Restoring Cloudera Data Engineering jobs from backup.
7. If youareusing CML:

a. Backup CML workspaces (AWS only). If backup is not supported, then proceed to the next step.
b. Suspend CML workspaces. If the suspend capability is not available, follow the steps in Refreshing CML
governance pods after resizing the Data L ake.

Follow the steps below to ensure that Atlasis up-to-date and has processed al the lineage datain Kafka.
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1. SSH into the master node of your light duty Data L ake.
2. Switch to the super user for the node by running sudo su.
3. Copy over the following script into afile called check_atlas_updated.sh:

#!/ usr/ bi n/ env bash

# Deternmine Atlas keytab path.

ATLAS _KT=$(find / -whol enane "*atl| as- ATLAS_SERVEF/ at | as. keyt ab" 2>/dev/n
ull | head -n 1)

# Setup required configuration files if needed.
if [[ ! -f jaas.conf ]]; then
ATLAS PRI NCI PAL=$(klist -kt "${ATLAS KT}" | grep -o -m1 "atlas\/\S*")
printf "Kafkadient {
\'t com sun. security. aut h. nodul e. Kr b5Logi nMbdul e requi red
\t useKeyTab=t r ue
\'t keyTab=\"9%s\"
\tprincipal =\"%\";\n};\n" "${ATLAS KT}" "${ATLAS PRI NCl PAL}" > jaas.conf
fi

if [[ ! -f client.config ]]; then
printf "security.protocol =SASL_SSL\ nsasl . ker ber os. servi ce. nane=kaf ka\ n" >
client.config
fi
# Deternine the Kafka bootstrap server to use.

KAFKA_SERVER=$(grep --line-buffered -oP "atl as. kaf ka. boot strap. servers=\
Ko*" o\
/etc/atlas/conf/atlas-application.properties | awk -F ,' '{print $1}')

# Export Kafka-specific environment vari abl es.
export KAFKA HEAP_OPTS="- Xns512m - Xnx1g"
export KAFKA OPTS="-D ava.security.auth.login.config=${PWD}/jaas.conf"

# Kinit into Atlas keytab as Atlas user.
kinit -kt "$ATLAS KT" "atl as/$(hostnane -f)" 2>/ dev/null

# Obtain Atlas |ineage information.
LI NEAGE_| NFO=$(/ opt / cl ouder a/ par cel s/ CDH | i b/ kaf ka/ bi n/ kaf ka- consumner - gr o
ups. sh \

--boot strap-server "${KAFKA _SERVER}" --describe --group atlas \

- - command- conf i g="${PWD}/ cli ent.config" 2>/dev/null \

| awk '{print $2, $6}')

if [[ -z "SLINEAGE_INFO' ]]; then

echo "*ERROR*: Unable to get lineage info for Atlas. Please |ook at the
created configuration files to make sure they | ook correct.™

exit 1

fi

# Parse |lineage information and determine if Atlas is out of date.
LI NEAGE_LAG _VALS=($LI NEACE_I NFO

NUM_LAG VALS=${#L| NEAGE_LAG VALS] @}

QUT_COF_DATE_TOPI CS=""

for ((i =2, i < ${NUMLAGVALS}; i += 2 )); do
if [[ ${LINEAGE LAG VALS[${i} + 1]} !="'-' && ${LI NEAGE_LAG VALY ${i} +
1]} '='0" 1]; then

OUT_OF _DATE TOPI CS="${ QUT_OF DATE TOPI CS} ${ LI NEAGE LAG VALS[ S$i ]},
fi
done

if [[ -z "$OUT_OF DATE_TOPICS" ]]; then
echo "Atlas is up to date! Feel free to continue with the mgration."
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el se

echo "The followi ng Atlas topics are not up to date: ${OUT_OF_DATE TCPI CS
%2} "

echo "Please wait until Atlas is entirely up to date before conti nuing
with the mgration.”

fi

4. Allow the new script to be run by running chmod +x  check_atlas updated.sh

5. Run the script with ./check_atlas updated.sh. The script will tell you if Atlasisup to date or not. If itisn't, wait a
while and check again. Y ou should only begin the resizing process if the script tells you that Atlasis up to date.

Y ou can resize a Data Lake from light or medium duty to medium duty or enterprise through the CDP UI.

Required role: EnvironmentAdmin or Owner of the environment

Disposition: / Status:

CB-24993 CM customizations

Cloudera Manager configurations are not retained when a Data Lake is resized (they are lost when anew Data L ake
cluster is created as part of backup and restore operation). Therefore, prior to performing aresize you should note all
the custom Cloudera Manager configurations of your Data L ake and then once the resizing operation is completed,

reapply them.

1. Stop all of the attached Data Hub clusters that can be stopped, to make sure that there are no changesto HMS
metadata during the resizing operation. For any cluster that cannot be stopped, stop all of the services on the Data
Hub through the Cloudera Manager Ul.

2. Verify that the DATALAKE_ADMIN_ROLE, RANGER _AUDIT_ROLE, and LOG_ROLE have read/write
permissions to the backup location. See the Data L ake backup and restore documentation for more information on
these permissions. LOG_ROLE is specific to Data L ake restore.

3. Inthe CDP UlI, click Data Lakes and select the Data L ake that you want to resize.

4. Click Resize.
dwicazure B Stop Actions ~
/ crnicdp:environments:us-west * . m 3z d T d S S K b T e p nr mil 2 AN A a1 O Stog C
AO @ Central US - centralus

Data Lake upgrade available

DATA LAKE NAME NODES DATA LAKE SCALE DATA LAKE STATUS REASON

dwx-azure 2 Light Duty & Running Datalake is running © Atlas ' @ Ranger (' @ Data Catalog [

DATA LAKE CRN

crncdp:datalakerus-west-1 Wisha = Ta  Awi=l%'l sadh Il . e db@adt oM e M AR EL Ry O

Data Hubs Data Lake Cluster Definitions Summary

>. SHOW CLI COMMAND ® RETRY A REPAIR 1 RESIZE G2 RENEW CERTIFICATE f& RENEW PUBLIC CERTIFICATE
J\ Environment Details

NAME ( N EC Y
dwx-azure AT AR 2 centralus centralus

Y ou will be asked to confirm that you want to resize the Data L ake, after which the resizing process will begin.
The resizing operation is finished when the Data Hub clusters have been automatically refreshed, which happens
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after the original Data L ake has been deleted. Check the Event History to verify that the Data Hubs have been
refreshed.

5. RAZ-enabled Data Lakes are currently eligible for automatic restore during aresizing operation only if you are
resizing:
e An AWS Data Lake on Cloudera Runtime version 7.2.15+
* An Azure Data Lake on Cloudera Runtime version 7.2.16+

For older Runtime versions, the Data Lake will be automatically backed up, but you must manually restore the
Data L ake after the resizing is complete. If RAZ isin use on a Runtime version that isineligible for automatic
restore, before you start the Data L ake backup, make sure that the restore to_raz policy Ranger policy exists with
access to the backup location in the cloud. Seeinstructions for manually restoring a RAZ-enabled Data L ake here.

You can resize a Data L ake from light or medium duty to medium duty or enterprise through the CDP CLI. As part of
Data Lake resizing via CDP CLI, you can also resize from single-AZ to multi-AZ.

Required role: EnvironmentAdmin or Owner of the environment

Disposition: / Status:

CB-24993 CM customizations

Cloudera Manager configurations are not retained when a Data Lake isresized (they are lost when anew Data Lake
cluster is created as part of backup and restore operation). Therefore, prior to performing aresize you should note all
the custom Cloudera Manager configurations of your Data L ake and then once the resizing operation is completed,

reapply them.

1. Stop all of the attached Data Hub clusters that can be stopped, to make sure that there are no changesto HMS
metadata during the resizing operation. For any cluster that cannot be stopped, stop al of the services on the Data
Hub through the Cloudera Manager UI.

2. Verify that the DATALAKE_ADMIN_ROLE, RANGER_AUDIT_ROLE, and LOG_ROLE have read/write
permissions to the backup location. See the Data L ake backup and restore documentation for more information on
these permissions. LOG_ROLE is specific to Data L ake restore.

3. Totrigger resizing from the CDP CLI, run the cdp datalake resize-datalake command. For example:

cdp dat al ake resi ze-dat al ake --dat al ake- nanme <nydat al ake> --target-size
MEDI UM _DUTY_HA

—datalake-name Name or CRN of the Data L ake that you want to upscale.

--target-size MEDIUM_DUTY_HA or ENTERPRISE

Use the cdp datal ake resize-datalake command with the --multi-az flag to resize your Data Lake from single-AZ
medium duty to enterprise multi-AZ:

cdp dat al ake resize-dat al ake \
- - dat al ake- name <VALUE> \
--target-size <VALUE> \
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--mul ti-az

If the source Data Lake is multi-AZ, the --multi-az flag is ignored.

Monitor the Event History. The resizing operation is finished when the Data Hub clusters have been automatically
refreshed, which happens after the original light duty Data L ake has been deleted. Check the Event History to
verify that the Data Hubs have been refreshed.

RAZ-enabled Data L akes are currently eligible for automatic restore during aresizing operation only if you are
resizing:

* AnAWS Data L ake on Cloudera Runtime version 7.2.15+

e AnAzure Data L ake on Cloudera Runtime version 7.2.16+

For older Runtime versions, the Data Lake will be automatically backed up, but you must manually restore the
Data L ake after the resizing is complete. If RAZ isin use on a Runtime version that isineligible for automatic
restore, before you start the Data L ake backup, make sure that the restore to_raz policy Ranger policy exists with
access to the backup location in the cloud. See instructions for manually restoring a RAZ-enabled Data L ake here.

Complete the following tasks after you resize a Data L ake.

=

If RAZ is not being used, resync the IDBroker mappings to the Data L ake.

Disposition: / Status:

CB-24993 CM customizations

Reapply your custom Cloudera Manager configurations.

Start the Data Catal ogs and Virtual Warehouses. For each virtual warehouse, Cloudera recommends that you start,
stop, and start again. Thiswill completely refresh the Data Lake details for the virtual warehouse.

Start the Data Hub cluster services if you stopped them before the resizing operation. Data Hubs that were stopped

before the resizing operation should continue to work when the resizing completes, by communicating with the

new Data L ake automatically when they are re-started.

Resize up the Freel PA cluster. See Resize Freel PA.

With CDF 2.1 or higher, the steps below are sufficient. For older CDF versions, you must re-create the impacted

flows.

a) An alert suggesting restart of the flow is triggered in the Data Flow service.

b) Restart the Flows.

c) After restart, the flows should start working with the resized Data Lake. Not all CDP Flows will be impacted
by aresized Data Lake. Only those Flows that have a dependency on the Data L ake will be alerted.

Resume the CML workspaces.

Recover from afailed resizing operation using the recovery command in the CDP CLI.

Y ou can recover from afailed resizing operation by returning a Data L ake to its original state before the resize
operation was started. Be sure that thisis what you want to do before proceeding.

Data L ake recovery simply reattaches and starts the original light duty Data L ake in the environment. All of the
instances, disks, and databases are unchanged from their origina state.

If recovery cannot be started, or fails for any reason, reach out to the Cloudera support team, who can manually
recover your Data Lake.
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Trigger the recovery command through the CDP CLI:

cdp dat al ake recover - dat al ake --dat al ake- name <nydat al ake>

If backing up and suspending CML workspacesis not possible, refresh CML governance pods after resizing a Data
Lake.

1. Generate kubeconfig for CML workspace for remote access (instructions here).
2. Configure CML kubeconfig to access the workspace (see Kubernetes documentation).
3. Run the following commands to restart goverance podsin CML.:

kubect| scal e depl oynents governance --replicas 0 -n nlx
#wait for 30 sec
kubect| scal e depl oynents governance --replicas 1 -n mx

There are two types of certificates within CDP that you must manage: public and private, also called host certificates.
Disposition: / Status:

This topic exists in both the Data Hub and Data L ake library. If you update this topic, make sure changes are cherry-
picked to the other branch as well, assuming the changes apply to both. Currently these topics are not profiled in any

way.

» Public certificates are Let's Encrypt-issued certificates for Data Hub and Data L ake clusters. These certificates
are available on port 443 (HTTPS) of the cluster and are responsible for enabling TLS in front of Knox and other
available services on that port. They are valid for 90 days, and in most circumstances CDP will renew these
certificates automatically before they expire.

Note the following limitations in regards to automatic renewal of public certificates:

« DataHub or Data Lake clusters created on or after March 7, 2022 are eligible for automatic renewal of public
certificates. Clusters created before March 7, 2022, must be renewed manually once following the instructions
in Manually renewing public certificates for Data Lake and Data Hub clusters. After the public certificate
for a cluster has been manually renewed once from the CDP Ul or CLI, it is eligible for automatic certificate
renewal in the future.

e |f anautomatic renewal fails, the renewal service will retry the renewal for three consecutive days or three
attempts. Any cluster that cannot be renewed by these retry attempts must be renewed manually through the
CDPUI or CLI.

« Theautomatic renewal istried three times. on the 69th, 72nd and 78th day after the certificate creation date.
For example, if a certificate is getting expired on September 24th, 2022, the renewal will betried in the
following sequence:

* First renewal: September 3rd, 2022 2:00 A.M.
» Second renewal: September 6th, 2022 2:00 A.M.
e Third renewal: September 12th, 2022 2:00 A.M.

In case the renewal is successful on the first attempt, the renewal will not be tried again.

« Renewal of the certificates happens at 2 A.M. of the Control Plane time. If the Control Planeisin the United
States region, the renewal startsat 2 A.M. Pacific Daylight Time (PDT). If the Control Planeisin the
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European region, the renewal startsat 2 A.M. Central European Summer Time (CEST). If the Control Planeis
in the East-Asian and Pacific region, the renewal startsat 2 A.M. Australian Eastern Standard Time (AEST).

« Theauto renewal service does not know the status of the cluster. If the cluster is down or performing another
operation, the automatic renewal may fail and you should initiate the renewal from the Ul or CLI manually.
Certificate renewal will not happen if the Data Hub and Data L ake clusters or the Public Cloud environment
has a Stopped state.

e |f the cluster is down during the renewal attempts and comes back up after the renewal retries are exhausted,
automatic renewal will not happen for that cluster. The certificate has to be renewed manually from the Ul or
CLI.

» If apublic certificate expires, you'll receive awarning that your connection is not secure when you attempt to
access a Data Lake or Data Hub cluster through the CDP Ul.

See Manually renewing public certificates for Data Lake and Data Hub clusters for instructions on renewing the
public certificates manually.

» Private certificates, or host certificates, are certificates created during cluster provisioning for every host with
Auto-TLS. Private/host certificates have a default expiration date of one year. As private certificates get closer to
expiration, the CDP Ul displays awarning that the certificate is about to expire.

Environment

CA
20 years

CMCA . Host cert

Sign cert
g 10 years

Host cert
1 year

Data Hub

CMCA
10 years

Host cert

——————Sign cert : year

Sign cert———pP»

Sign cert—Sign cert

Host cert Host cert

1 year 1 year
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Though the CDP Ul displays awarning about the expiration of private/host certificates, you are still responsible for
renewing them through the Ul or CDP CLI. After the certificates expire, the cluster is not functional, so you must
renew them before expiration.

Private (host) certificates have a default expiration date of one year; to keep the Data Lake and Data Hub clusters
running, you must renew the host certificates before they expire.

Reguired role (Data L akes): EnvironmentAdmin or Owner of the environment

Required role (Data Hub): DatahubAdmin, Owner of the Data Hub, EnvironmentAdmin, or Owner of the
environment

Disposition: / Status:

This topic exists in both the Data Hub and Data L ake library. If you update this topic, make sure changes are cherry-
picked to the other branch as well, assuming the changes apply to both. Currently these topics are not profiled in any
way.

During cluster provisioning, Cloudera Manager creates an intermediate certificate (CMCA) signed by Freel PA CA.
The CMCA is used to create certificates for every host with Auto-TLS.

There are two ways to renew a private/host certificate. To renew the private/host certificates at any time, use the
following CLI commands:

Data L ake certificate renewal:
cdp datal ake rotate-private-certificates --datal ake <Data Lake name or CRN>
Data Hub certificate renewal:

cdp datahub rotate-private-certificates --datahub <Data Hub name or CRN>

Disposition: / Status:

There are two ways to renew a private/host certificate. To renew the certificate at any time, navigate to the Data Hub
or Data L ake Details page and click the Renew Certificate button:

Data Hubs Data Lake Cluster Definitions Summary

> SHOW CLI COMMAND ‘® RETRY A REPAIR ' RESIZE B RENEW CERTIFICATE & RENEW PUBLIC CERTIFICATE

aws  Environment Details

o el g om Lmy am us-west-2 us-west-2b

@ Services

@) Atlas W cMulL & & HBase Ul & 12 Name Node [ Q) Ranger &' "% Solr Server [ Token Integration

Alternatively, you can wait until the host certificate is close to expiration. During periodic cluster state
synchronization, CDP uses the Cloudera Manager API to check that the HOST_AGENT_CERTIFICATE_EXPIRY
apiHealthCheck dert isin aGOOD state. If the apiHealthCheck is not in a GOOD state, CDP displays awarning in
the Ul.

These Ul warnings will display on the associated Environments, Data L akes, or Data Hubs list and details pages. For
example:

79



CDP Public Cloud Management Console Managing certificates

Data Lakes

o Data Lakes &

Q

I Created -

Status Name Environment Name Scale

[J ®Running awstest-0d =m sas” Sl & s s mass AWS-test-5 bienTmm s = Light Duty ~ 10/28/2020, 6:53:24 PM GMT+1

To renew the host certificate once you receive an expiration warning, follow the steps below.

Note: Renewing host certificates causes some downtime because all services are restarted. The Cloudera
Manager Ul will be inaccessible for some time because the Cloudera Manager server is also restarted.

1. Onthe Environments, Data L akes, or Data Hubs list pages, click the three vertical dots next to the expiration
message.
2. Click Renew Host Certificates or Renew Data Lake Host Certificates.

Register Environment

Time Created

A\ Host certificates are valid for one year; to keep the

10/28/2020, 6:41:35 PM GMT+1 clusters running, you must renew the certificates before
they expire.

ot Renew Data Lake Host Certificates
=10

3. Click Yeswhen you are asked if you want to renew the certificates.

Public certificates are responsible for enabling TLSin front of Knox and other available services on port 443 of Data
Lake and Data Hub clusters. Public certificates expire every 90 days and are often automatically renewed by CDP. If
automatic renewal fails, you can renew these certificates manually.

Disposition: / Status:

This topic exists in both the Data Hub and Data L ake library. If you update this topic, make sure changes are cherry-

picked to the other branch as well, assuming the changes apply to both. Currently these topics are not profiled in any

way.
Reguired role (Data L akes): EnvironmentAdmin or Owner of the environment

Required role (Data Hub): DatahubAdmin, Owner of the Data Hub, EnvironmentAdmin, or Owner of the
environment

To renew apublic certificate, click the Renew Public Certificate button on the details page of achosen Data Lake:

80



CDP Public Cloud Management Console

Recipes

Data Hubs Data Lake Cluster Definitions Summary

>. SHOW CLI COMMAND © RETRY A REPAIR & RESIZE 5 RENEW CERTIFICATE (_fi RENEW PUBLIC CERTIFICATE
aws  Environment Details

o LR B us-west-2 us-west-2b

@ Services

© Ates & B cvul & HBase Ul & @ Name Node [ Q@ Ranger & "% Solr Server & K Token Integration '

Or from the Actions menu of a Data Hub cluster details page:
DataHubs ' cod—-1 & pF=4=I" Hardware

cod-Iron=w™min-"" @

B Stop Actions ¥

crn:cdp:datahubus-west-1" 5. I @ M A . PR RS R Y Rl I LR
Resize
' : . Show Cluster Template

@ Running 7 03/03/22,04:17 AM CST 7.2.14 - Operational Database: Apache HBase, Phoenix-COD-6ffbéc

Show CLI command
o ) . Retry

aws  Environment Details
Repair

dmx-hbase-fd LN L ST SRR L L us-west-2 us-west-2b  (Renew public certificate
Manage Access

€ Services

W cMm-ul A HBase Ul & &> HBase Ul ' & HUE & 17 Job History Server &' 19~ Name Node &' @ Name Node [

Triggering the certificate renewal may cause a minor cluster downtime of afew seconds. The entire renewal process
takes afew minutes.

If you prefer to renew the certificates using the CLI, use the following commands:
Data L ake public certificate renewal:

cdp datal ake renew public-certificate --datal ake <Data Lake name or CRN>

Data Hub public certificate renewal:

cdp dat ahub renew public-certificate --datahub <Data Hub nane or CRN>

A recipeisascript that runs on all nodes of a selected host group at a specific time. Y ou can use recipes to create and
run scripts that perform specific tasks on your Data Hub, Data Lake, or Freel PA cluster nodes.

Disposition: / Status:

This topic is shared between the Data Hub library and the Management Console library (Data Lake and Freel PA doc).
If you update this topic, please cherry-pick the changes to both the Data Hub and Management Console branches.

Y ou can use recipes for tasks such as installing additional software or performing advanced cluster configuration. For
example, you can use arecipe to put aJJAR file on the Hadoop classpath.

Recipes can be uploaded and managed via the CDP web interface or CLI and then selected, when needed, for a

specific cluster and for a specific host group. If selected, they will be executed on a specific host group at a specified
time.

Recipes are stored on the Cloudera Manager server for the lifetime of the master node, and are executed at specific
times of your choosing:
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pre-service-deployment (formerly pre-cluster-manager-start): During a Data Hub, Data L ake, or environment
deployment, the script will be executed on every node before the CM server starts, and after node repair or OS
upgrade of acluster.

post-cluster-manager-start: During a Data Hub or Data L ake deployment, the script will be executed on every

node after the CM server starts, but before cluster installation. post-cluster-manager start recipes are al so executed

after node repair or OS upgrade of acluster. This option is not available for Freel PA recipes.

post-service-deployment (formerly post-cluster-install): The script will be executed on every node after cluster
installation on the CM server isfinished, and after node repair or OS upgrade of a cluster.

pre-termination: The script will be executed on every node before cluster termination.

E Note: On the master node, recipes are triggered when the CM server starts; on other nodes, recipes are

triggered when the CM agent starts.

Refer to these guidelines when creating your recipes.

Disposition: / Status:
This topic is shared between the Data Hub library and the Management Console library (Data Lake doc). If you
update this topic, please cherry-pick the changes to both the Data Hub and Management Consol e branches.

When using recipes, consider the following guidelines:

Running bash and python scripts as recipesis supported. We recommend using scripts with Shebang character
sequence, for example:

#!/ bi n/ sh

#! / bi n/ bash

#! /[ usr/ bi n/ sh

#! /[ usr/ bi n/ bash

#! /[ usr/ bi n/ env sh

#! [ usr/ bi n/ env bash
#!'/ bin/sh -x

#!/ usr/ bi n/ pyt hon
#!/usr/ bi n/ env pyt hon

The scripts are executed as root. The recipe output iswritten to /var/log/recipes on each node on which it was
executed.

Supported parameters can be specified as variables by using mustache kind of templating with "{{{ }}}" syntax.
Once specified in arecipe, these variables are dynamically replaced when the recipe is executed, generating the
actual values that you provided as part of cluster creation process. For the list of parameters, refer to Recipe and
cluster template parameters. For an example, see Example: Recipe using parameters.

E Note: Using variable parameters is not supported for Freel PA recipes.

For example, if your cluster includes an external LDAP and your recipe includes {{{ldap.connectionURL}}}, as

demonstrated in the following example

#!/ bi n/ bash -e

mai n() {
ping {{{ |dap.connectionURL }}}
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[[ "$0" == "$BASH SOURCE" ]] && nmain "$@

then, when this recipe runs, the {{{Idap.connectionURL}}} is replaced with the actua connection URL specified
as part of cluster creation process, as demonstrated in the following example:

#!/ bi n/ bash -e

mai n()
pi ng 192. 168. 59. 103

}
[[ "$0" == "$BASH SOURCE" ]] && main "$@

» Recipelogs can be found at /var/log/recipes/${ RECIPE_TY PE}/${ RECIPE_NAME} .log
» The scripts are executed on all nodes of the host groups that you select (such as “ master”, “worker”, “compute”).

* Inorder to be executed, your script must be in a network location which is accessible from the Management
Console and the virtual network in which your cluster islocated.

« Make sureto follow Linux best practices when creating your scripts. For example, don’t forget to script “Yes’
auto-answers where needed.

e Do not run yum update -y as it may update other components on the instances (such as salt) — which can create
unintended or unstable behavior.

#! [ usr/ bi n/ pyt hon

print("An exanple of a python script")
i mport sys

print(sys.version_info)

#! [ bi n/ bash

cat >> /etc/yum conf

<<ENDOF
proxy=http://210.0.0.133: 3128
ENDOF

Origind recipe:
#!1/ bi n/ bash -e

function setupAtl asServer() {
curl -iv -u {{{ general .userNane }}}:{{{ general.password }}} -H "X-Re

quest ed-By: anbari" -X POST -d '{"Requestlnfo":{"conmand": " RESTART", " cont ext
":"Restart all conponents required ATLAS", "operation_|evel":{"level":"SERVIC
E',"cluster_name":"{{{ general.clusterName }}}", "service_nane":"ATLAS"}},"Re
quests/resource filters":[{"hosts _predicate":"Host Rol es/stal e configs=fal se&
Host Rol es/ cl ust er _nanme={{{ general.clusterNane }}}"}]1}' http://$(hostnane -f
) : 8080/ api /vl/clusters/{{{ general.clusterNanme }}}/requests

}
mai n() {
set upAt | asServer
}
[[ "$0" == "$BASH SOURCE" ]] && main "$@
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Generated recipe (to illustrate how the variables from the original recipe were replaced during cluster creation):

#! / bi n/ bash -e

function setupAtlasServer() {

curl -iv -u adm n:adnm n123 -H " X- Request ed-By: anbari" -X POST -d '{"R
equestInfo": {"comuand": " RESTART", "context":"Restart all conponents required
ATLAS", "operation_level": {"l evel ":"SERVI CE", "cl ust er _name": "super-cluster", "
service_name":"ATLAS"}}, "Requests/resource filters":[{"hosts_predi cate":"Hos
t Rol es/ st al e_confi gs=f al se&Host Rol es/ cl ust er _nane=super-cluster"}]}' http://
$(host name -f): 8080/ api/vl/clusters/super-cluster/requests

}
mai n() {
set upAtl asServer
}
[[ "$0" == "$BASH SOURCE" ]] && main "$@

The following supported parameters can be specified as variables/dynamic parametersin recipes or cluster templates
by using mustache formatting with "{{{ }}}" syntax.

Disposition: / Status:

This topic is shared between the Data Hub library and the Management Console library (Data Lake doc). If you
update this topic, please cherry-pick the changes to both the Data Hub and Management Consol e branches.

IE Note: Using variable parametersis not supported for Freel PA recipes.

The parameter keys listed below follow the following general conventions:

e { } indicates that the parameter key has multiple supported values, which are provided in this documentation. For
example {fileSystemType} can be one of the following: s3, adls gen 2, or wasb.

» [index] indicates that the parameter includes an index value for example sharedService.datalakeComponents.[in
dex] can be "sharedService.datal akeComponents.[0]", " sharedService.datal akeComponents.[1]", and so on. There
is no easy way to find out what the index will be, but you may still be able to use these parameters (for example
by creating a condition to filter them).

For information on how to set these parameters dynamically in a cluster template, refer to Setting custom properties.

Any custom property specified in the cluster template can be used as a recipe parameter. Refer to Custom properties
documentation.

The general parameter group includes parameters related to general cluster configuration.

Name of stack general .stackName teststack

UUID of cluster general.uuid 9aab7fdb-8940-454b-bc0a-62f04bce6519
Cloudera Manager user name general.cmUserName

Cloudera Manager password general.cmPassword

Cloudera Manager |P general.clusterManager|p 127.0.0.1
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Description Example key Example value

Number of nodes genera .nodeCount 5

FQDN of primary gateway instance general .primaryGateway | nstanceDiscoveryFQDNp-10-0-88-28.example.com
Number indicating the Kafka replication factor | general .kafkaReplicationFactor 1

(3or1)

Blueprint

The blueprint parameter group includes parameters related to cluster template configuration.

Parameter key Description Example key Example value

blueprint.blueprintText Blueprint text in JSON format blueprint.blueprintText

blueprint.version Version of blueprint blueprint.version 728

Cloud storage
The fileSystemConfigs parameter group includes parameters related to cloud storage configuration.

When forming the parameter keys, the {fileSystemType} should be replaced with an actual cloud storage type such as
II§II , n ml S_gm_z" , OI’ "W&" )

Parameter key Description Example key Example value

File system common configurations

fileSystemConfigs. Name of container in Azure fileSystemConfigs.s3.storageContaijneioudbreak 123
{fileSystemType} .storageContainer| storage account (Cloudbreak +

stackld)
fileSystemConfigs. Type of filesystem fileSystemConfigs.s3.type 3
{fileSystemType} .type
fileSystemConfigs. Configuration file used to fileSystemConfigs.s3.locations. hbase-site
{fileSystemType} .locations. configure the filesystem [0].configFile
[index].configFile
fileSystemConfigs. Property key of filesystem pathin | fileSystemConfigs.s3.locations. hbase.rootdir
{fileSystemType} .locations. defined config [0]..property
[index].property
fileSystemConfigs. Value of filesystem path in fileSystemConfigs.s3.locations. s3a://testranger/testreci pe2/apps/
{fileSystemType} .locations. defined config [0].value hbase/data
[index].vaue

Amazon S3 configurations

fileSystemConfigs.s3.storageContain@enerated name (cloudbreak + fileSystemConfigs.s3.storageContaijneioudbreak 7941
stack id number)

fileSystemConfigs.s3.locations. Hadoop component configuration | fileSystemConfigs.s3.locations. zeppelin-site

[index].configFile file [0].configFile

fileSystemConfigs.s3.locations. Component property name fileSystemConfigs.s3.locations. zeppelin.notebook.dir
[index].property [0] .property

fileSystemConfigs.s3.locations. Component property value fileSystemConfigs.s3.locations. s3a://storagename/clustername/
[index].vaue [0].value zeppelin/notebook

ADLS Gen2 configurations

fileSystemConfigs.adls_gen 2.accouNtiaenef the corresponding Azure | fileSystemConfigs.adls gen 2.accoutestisiorageaccount
storage account

orage account

fileSystemConfigs.adls _gerw_z.storT;d@mdheﬂnuimer in Azure fileSystemConfigs.adls_gen_2.storageSootatigieddame
st
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External database

The rds parameter group includes parameters related to external database configuration.

When forming the parameter keys, the { rdsType} should be replaced with the actual database type such as

"cloudera_manager”, "beacon", "druid", "hive",

non non

oozie",

ranger”,

superset”, or some other user-defined type.

Parameter key Description Example key Example value

rds.{ rdsType} .connectionURL JDBC connection URL rds.hive.connectionURL Valueis specified in the following
format: jdbc:postgresql://
host:port/database

rds{rdsType} .connectionDriver | JDBC driver used for connection | rds.hive.connectionDriver org.postgresql.Driver

rds. Username used for the JIDBC rds.hive.connectionUserName testuser

{rdsType} .connectionUserName | connection

rds. Password used for the JDBC rds.hive.connectionPassword TestPssword123

{rdsType} .connectionPassword connection

rds{rdsType} .databaseName Target database of the JDBC rds.hive.databaseName myhivedb

connection

rds{rdsType}.host Host of the JDBC connection rds.hive.host mydbhost

rds. Host of JDBC connection with rds.hive.hostWithPortWithJdbc Valueis specified in the following

{rdsType} .hostWithPortWithJdbc | port and JDBC prefix format: jdbc:postgresql://host:port

rds{ rdsType} .subprotocol

Sub-protocol from the JIDBC URL

rds.hive.subprotocol

postgresql

rds{ rdsType} .connectionString

URL of JDBC the connection.
In case of Ranger, this does not

rds.hive.connectionString

Valueis specified in the following
format: jdbc:postgresql://

without JDBC prefix

contain the port host:port/database
rds{ rdsType} .databaseV endor Database vendor rds.hive.databaseV endor POSTGRES
rds{rdsType} .withoutJDBCPrefix | URL of the JDBC connection rds.hive.withoutJDBCPrefix Valueis specified in the following

format: host:port/database

Gateway

The gateway parameter group includes parameters related to Knox gateway configuration.

Parameter key Description Example key Example value

gateway.ssoProvider Path to the SSO provider gateway.ssoProvider [test/sso/api/v1/websso
gateway.signKey Base64 encoded signing key gateway.signKey
gateway.signPub Signing certificate (x509 format) | gateway.signPub
gateway.signCert Public SSH key used for signing | gateway.signCert
(standard public key format)

Shared services

The sharedService parameter group includes parameters related to Data L ake configuration.

Parameter key Description Example key Example value

lake cluster (or the IPif FQDN
cannot be found)

sharedService.rangerAdminPasswordd dmin password of the Ranger sharedService.rangerAdminPasswordAdmin1234!
component
sharedService.datal akeCluster Flag indicating that the cluster isa | sharedService.datal akeCluster true
data lake cluster
sharedService.datal akeClusterM anag@liqudera Manager |P of datalake | sharedService.datal akeClusterM angg@é@p0.0.1
cluster
sharedService.datal akeClusterM anag@ibgdera Manager FQDN of data | sharedService.datal akeClusterM anagigsHgHi-88-28.example.com
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If you pass the supported parameters in arecipe, their values are dynamically fetched and replaced.
Disposition: / Status:

This topic is shared between the Data Hub library and the Management Console library (Data Lake doc). If you
update this topic, please cherry-pick the changes to both the Data Hub and Management Consol e branches.

E Note: Using variable parameters is not supported for Freel PA recipes.

Example recipe template (the {{{ general .clusterName} } } isincluded as a template):

#! / bi n/ bash -e

function setupDefaul td usterFol der() {
nkdir -p /var/log/{{{general.clusterNane}}}

}
mai n()
set upDef aul t Cl ust er Fol der
}
[[ "$0" == "$BASH SOURCE" ]] && nmain "$@

Example recipe after {{{ general.clusterName} }} is set to my-super-cluster based on the actual cluster name:

#! / bi n/ bash -e

function setupDefaul td usterFol der () {
nkdir -p /var/log/ ny-super-cluster

}
mai n()
set upDef aul t Cl ust er Fol der
}
[[ "$0" == "$BASH SOURCE" ]] && nain "$@

In order to use your recipe for clusters, you must first register it with the Management Console.

Disposition: / Status:

This topic is shared between the Data Hub library and the Management Console library (Data Lake doc). If you
update this topic, please cherry-pick the changes to both the Data Hub and Management Consol e branches.
Required role: EnvironmentCreator can create a shared resource and then assign usersto it.

SharedResourceUser or Owner of the shared resource can use the resource.

If you are using CDP with a proxy, note that the CDP proxy settings do not apply to cluster recipes. If you planning
to use the recipes, then you can set the proxy settings manually. Y ou can find the proxy settingsin the /etc/cdp/
proxy.env file.
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1. Placeyour script in a network location accessible from Management Console and from the virtual network in
which your clusters are located.

2. Log into the CDP web interface.
3. Navigate to Shared ResourcesRecipes and click Register Recipe.
4. Provide the following:

Name Enter a name for your recipe.
Description (Optional) Enter a description for your recipe.
Execution Type Select one of the following options:

¢ pre-service-deployment (formerly pre-cluster-manager-start):
During a Data Hub, Data L ake, or environment deployment, the
script will be executed on every node (in the host group where
you assigned the recipe) before the CM server starts.

¢ post-cluster-manager-start: During a Data Hub or Data Lake
deployment, the script will be executed on every node (in the
host group where you assigned the recipe) after the CM server
starts, but before cluster installation. This option is not available
for Freel PA recipes.

¢ post-service-deployment (formerly post-cluster-install):: The
script will be executed on every node (in the host group where
you assigned the recipe) after cluster installation on the CM
server isfinished.

» pre-termination: The script will be executed on every node (in
the host group where you assigned the recipe) before cluster
termination.

Script Select one of:

« File: Point to afile on your machine that contains the recipe.
* Text: Paste the script.

5. Click Register.

* When you create a Data Hub cluster, you can select a previously added recipe on the advanced Cluster Extensions
page of the create cluster wizard.

« When you create an environment, you can select a previously added recipe on the Data Access and Data Lake
Scaling page of the environment creation wizard, under Advanced Options > Cluster Extensions > Recipes.

« When you create an environment, you can select a previously added Freel PA recipe on the Region, Networking,
and Security page of the environment creation wizard, under Advanced OptionsCluster ExtensionsRecipes.

* You can aso attach recipes to Data Hub or Data L ake clusters when you create an environment/Data L ake or Data
Hub through the CDP CLI.

Y ou can attach or detach recipes to/from existing Data Lake clustersin an available state. Using this capability, you
can update a recipe by removing it from the cluster, replacing the old recipe with a modified recipe of the same type,
and attaching the new modified recipe to the cluster.

Attaching or detaching arecipe will not execute the recipe. The next execution of the recipe will take place based on
the type of the recipe. After an upscale, a newly attached recipe runs only on the new hosts.

Required role (one of the following):
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» PowerUser on CDP tenant
¢ Owner of the environment
¢ EnvironmentAdmin

Procedure

1. Create anew recipe (with updated/modified content) of the same type as the old recipe that you want to replace.

2. Click Data Lakes<Data L ake Name> and scroll to the Data L ake details pane at the bottom of the page. Click the
Recipes tab and find the recipe that you want to remove in the list of recipes for the Data L ake.

3. Click Remove Recipe next to the name of the recipe that you want to remove, then click Y esin the confirmation
window.

4. Onceyou have removed the old recipe, click on the Add Recipe button for the Data L ake and select the same
host group that you previously used for the old recipe. Then select the name of the new recipe that contains the
modified content and click Add.

Add recipe

Host group™®

‘ Please select host group

Recipe®

‘ Please select recipe

Cancel Add

5. Alternatively, you can use the CDP CLI to attach or detach recipes from a host group:

cdp dat al ake repl ace-reci pes --datal ake <CRN or nanme> --instance-group-r
eci pes i nstanceG oupNane=<i nst ance group name>, reci peNanes=<reci pe nanes>

Note that the same command is used to both detach and attach a recipe. When you attach a recipe, use the
recipeNames parameter to specify the recipe or recipes that you want to attach; when you detach a recipe, give the
instanceGroupName but do not provide a recipeName. For example:

To detach dl recipes from an instance group:

cdp dat al ake repl ace-reci pes --datal ake nmyDL --instance-group-reci pes
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Recipes

i nst anceG oupNane=wor ker, r eci peNanes=
To attach a new recipe:

cdp dat al ake repl ace-reci pes --datal ake nyDL --instance-group-recipes
i nst anceGr oupNane=wor ker, r eci peNanes=nyr eci pe

For instance groups with multiple recipes, give the recipeNames that you would like to keep. Any recipes not
specified will be detached.

Y ou should see the new recipe appear for the same host group. After this change, the next recipe execution will
execute the new script.

Y ou can manage recipes from CLI using cdp datahub commands.
Required role: EnvironmentCreator can create a shared resource and then assign usersto it.

SharedResourceUser or Owner of the shared resource can use the resource. The Owner of the shared resource can
deleteit.

Disposition: / Status:
This topic is shared between the Data Hub library and the Management Console library (Data Lake doc). If you
update this topic, please cherry-pick the changes to both the Data Hub and Management Consol e branches.

Note: Currently, recipes use cdp datahub commands regardless of whether the recipe isintended to run on
Data Hub, Data Lake, or Freel PA cluster nodes.

* Register anew recipe: cdp datahub create-recipe --recipe-name <value> --recipe-content <value> --type <value>
Supported types:

e PRE_SERVICE_DEPLOYMENT (formerly PRE_CLOUDERA_MANAGER_START)
* POST_CLOUDERA_MANAGER_START (this option is not available for Freel PA recipes)
« POST_SERVICE_DEPLOYMENT (formerly POST_CLUSTER_INSTALL)
* PRE_TERMINATION
e Listal available recipes. cdp datahub list-recipes
» Describe a specific recipe: cdp datahub describe-recipe --recipe-name <value>
» Delete one or more existing recipes: cdp datahub delete-recipes --recipe-name  <value>
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